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1  Introduction

According to some philosophers, a defining characteristic of naturalism is its rejection of a priori knowledge.
Thus Michael Friedman (1997) says
 ‘. . . “philosophical naturalism” is characterized by . . . the rejection of any special status for types of knowledge traditionally thought to be a priori . . . in that all knowledge whatsoever is now conceived of as having fundamentally the same status as that found in the empirical natural sciences.’
And Michael Devitt (2005) asserts
‘It is overwhelmingly plausible that some knowledge is empirical, justified by experience.  The attractive thesis of naturalism is that all knowledge is;  there is only one way of knowing.’
I don’t accept this characterization of naturalism.  I take myself to be a fully paid-up naturalist.  But I see no reason to deny that a priori knowledge is possible.  
My view is rather that a priori knowledge is unimportant.  In particular, it is unimportant to philosophy.
I shall take it as given throughout this essay that, if there is any a priori knowledge, it is analytic—that is, guaranteed to be true by the structure of our concepts.  But any such analytic knowledge will be empty.  It will fail to tell us anything substantial about the world.  Here I am in agreement with Locke, who saw clearly that conceptually guaranteed truths are always uninformative. 
‘. . . [H]e trifles with words who makes such a proposition, which, when it is made, contains no more than one of the terms does, and which a man was supposed to know before: v.g. “A triangle has three sides”, or “Saffron is yellow”.’

‘. . . [T] hose trifling propositions that have a certainty in them, but ‘tis but a verbal certainty, but not instructive.’  (Locke, 1690, Book IV, Chapter VIII.)

It is widely supposed that a priori conceptual analysis is central to philosophical investigation.  I disagree   Insofar as philosophers do engage in conceptual analysis, they have nothing important to contribute.  I would say that all worthwhile philosophy consists of synthetic theorizing, evaluated against experience.

To this extent then, I am agreement with Devitt and Friedman.  A priori conceptual analysis may be possible, but it is of no philosophical significance.  Philosophy needs only the empirical way of knowing.  Insofar as philosophy is important, it contributes nothing but ‘knowledge [that] is empirical, justified by experience’, ‘knowledge . . . having fundamentally the same status as that found in the natural sciences’.
Here is what I am going to do in this paper.  In the next two sections I shall flesh out the idea that philosophy consists of synthetic theories.  In section 4 I shall qualify this thesis to accommodate the normative and mathematical elements in philosophy.  Section 5 will explain how a priori knowledge is at least possible.  Sections 6 and 7 will then consider whether there is a real difference between my view that philosophy articulates theoretical assumptions and the view that it engages in conceptual analysis.  I conclude by allowing that some apparently serious philosophical issues are non-empirical—however, these issues turn out to reflect indeterminacy in our concepts, rather than any non-empirical subject matter for philosophy.  
2  Philosophy as Science

I say that philosophy aims to construct synthetic theories that are consistent with the empirical evidence, just like the empirical sciences.  The obvious objection is that philosophy doesn’t look like empirical science.  For one thing, philosophers do not generate empirical data in the way that scientists do.  Philosophers do not engage in systematic observation and experiment.  By contrast, nearly all scientists regard the production of new empirical data as essential to their enterprise.  

My response is to admit this difference, but to insist that it is superficial.  Maybe philosophers don’t play an active role in gathering data, but leave that to the scientists—who after all are professionally trained in such matters.  Still, gathering data is only the initial stage of science, a preliminary to the construction and development of theories which will account for those data.  The empirically-minded philosopher can argue that, after the initial data-gathering stage, philosophy proceeds in just the same way as science, aiming to construct cogent theories of the natural world that are supported by the empirical data.  Philosophers mightn’t gather the data themselves, but their theories can still answer to the data gathered by others. 

At first sight, even this claim might seem to be belied by the subject matter of philosophy.  Don’t philosophers and scientists study quite different topics?  Maybe there are a few areas where philosophy and science share interests.  When philosophers of biology discuss the units of natural selection, or philosophers of cognitive science assess the empirical plausibility of connectionism, they do indeed seem to be discussing the same topics as scientists.  But this doesn’t seem true of much other philosophy.  Philosophers are also interested in knowledge, truth, moral value, possible worlds, persistence and change, free will, and the existence of numbers.  This is not the stuff of normal scientific theorising.

I say that this difference too is relatively superficial.  Of course there are systematic differences between philosophical and scientific subject matters.  The things discussed in philosophy textbooks overlap very little with those discussed in science textbooks.  But this doesn’t mean that philosophers aren’t still constructing theories of the natural world which answer to the empirical data.

We can distinguish two characteristics which differentiate philosophical problems from scientific ones. As it happens, both of these characteristics mean that solutions to philosophical problems will not normally derive from the availability of new empirical data.  This is no doubt why scientists do not regard philosophical problems as scientific.  But this doesn’t mean that philosophical theses are not empirical theories—just that they are not empirical theories whose acceptability depends on new empirical data. 

The first way in which philosophy can differ from science is in terms of the generality of the categories it deals with.  Where scientists think about viruses, electrons or stars, philosophers think about spatiotemporal continuants, universals and identity.  These latter categories do not relate to specific branches of science, but structure all our thinking about the natural world.  This makes it unlikely that any specific empirical data will ever decide between competing theories of these fundamental categories.  Their extreme generality gives them room to account for an open-ended range of empirical findings.  But the same is true of many fundamental scientific theories.  For example, no specific body of data can by themselves discredit Newton’s laws of motion.  Nevertheless, the warrant for such extremely general theories can still depend on their providing the best overall fit with the empirical data.

The second way in which philosophy differs from science cuts across the first.  Not all philosophical issues are of great generality.  Think of topics like weakness of will, the importance of originality in art, or the semantics of fiction.  What seems to make these topics philosophical, despite their lack of generality, is that our thinking is in some kind of theoretical tangle, supporting different lines of thought that lead to conflicting conclusions.  Progress towards a satisfactory theory thus requires an unravelling of premises, including perhaps an unearthing of implicit assumptions that we didn’t realise we had, and leading to a search for alternative positions that don’t generate further contradictions.  Here too we can see why philosophical progress won’t normally derive from new empirical data, but rather from a creative restructuring of assumptions.  But again there is no reason to deny that the results of such restructuring will amount to substantial empirical theories  

3  Intuitions and Philosophy

The view that  a priori conceptual analysis plays no important role in philosophy might seem to belied by the importance that philosophers attach to intuitions.  Philosophical debate often proceeds by testing general claims against intuitions about possible scenarios.  Consider, for example, the descriptive theory of names, or the tripartite analysis of knowledge.  These views have been refuted by appeal to intuitions about counter-examples.  Thus Kripke (1980) constructed imaginary cases where intuition clearly distinguishes the bearer of some name from the individual that satisfies the descriptions associated with it.  And Gettier (1963) has similarly produced imaginary cases of people who have true justified beliefs but intuitively lack knowledge.

Such examples are standardly taken to support the view that conceptual analysis is central to philosophy (cf. Jackson 1998).  To see whether this view is justified, it will help to schematize the structure of such philosophical appeals to intuition.  Let us assume that the relevant examples involve some modal philosophical claim that (x)(Ax > Bx) (for example, necessarily, if x has a true justified belief, then x knows).   We then imagine some specific possible case of A (someone with a justified but accidentally true belief) and intuitively judge that it would not be B (such a person will not know).  To the extent that intuition here shows us that this case is possible—◊(Ex)(Ax & -Bx)—then the original thesis is disproved.

Whether this kind of procedure requires a view of philosophy as conceptual analysis depends on the status of the relevant intuitions.  Suppose first that the intuitions merely show what is conceptually possible:  our though-experiments serve only to show that certain kinds of cases are not ruled out by our concepts.  If this is the import of the intuitions, then they are only sure to refute the relevant philosophical theses if these theses are themselves conceptual necessities—after all, the mere conceptual possibility of A without B doesn’t rule it out that that A naturally or metaphysically necessitates B 
.  The assumption that philosophical intuitions deliver conceptual possibilities thus goes hand in hand with the view that philosophy is in the business of articulating conceptual theses.

Some of those who ally philosophy with science accept this account of intuitions, and in consequence reject the method of intuitive counter-examples.  Since philosophical theses are substantial synthetic claims, so this line of thought goes, merely conceptual possibilities cannot discredit them.   Rather philosophical theories need to be tested against real empirical evidence derived from active observation and experiment.  They can’t be decided merely on the basis of armchair reflection.

However, it is important that this is not the only response to the method of intuitive counter-examples open to those who think of philosophy as aiming at synthetic theories.  Instead they can allow that the method is often sound, but say that this is because philosophical intuitions normally embody more that conceptual information alone.  In many cases, the relevant intuitions convey substantial information about the world, not just analytic consequences of concepts alone.  Accordingly, they are capable of discrediting the kind of synthetic theses that I take philosophy to involve.  (Cf. Williamson 2005.) 

In support of this alternative, note that intuition arguably plays a role in science as well as philosophy, in the form of scientific thought-experiments, like Galileo’s analysis of free fall, or Newton’s bucket experiment.  Here too the scientist imagines some possible situation, and then makes an intuitive judgement about what would happen.  But here the theory at issue is not some conceptual claim, but rather a thesis of natural necessity (say, that heavier bodies fall faster).  If intuition is to falsify this, it needs to tell us that there is a naturally and not just a conceptually possible situation that violates this thesis (for example, if a big and small body are tied together, they will be heavier than the big one, but will not fall faster).  This thought is clearly not guaranteed by concepts alone, but by empirical assumptions about the way the world works.  When Galileo moves from his initial description of the imaginary scenario to his judgement about what will happen next, his inference isn’t underpinned by the structure of concepts alone, but by some substantial assumption about the empirical world (tying a small body to a big one doesn’t speed them up).

Naturalists can allow a corresponding use for thought-experiments in philosophy.  Intuitions play an important role, but only because they embody substantial information about the world.  Recall a point made in the last section.  Even if philosophical claims are substantial synthetic theories, a common cause of philosophical uncertainty isn’t that we are short of empirical evidence, but rather that we are in some kind of theoretical tangle.  Unravelling this tangle requires that we lay out different theoretical commitments and see what might be rejected or modified.  A useful heuristic for this purpose may well be to use intuitions about imaginary cases to uncover the implicit assumptions that are shaping our thinking.  The assumptions so uncovered can well be straightforwardly substantial theses about the working of the empirical world.  These assumptions may not derive from new empirical evidence—as I said, philosophical problems don’t normally call for new empirical evidence—but they can be substantial synthetic claims for all that.  From this naturalist perspective, then, armchair appeals to intuitions about imagined cases can play a central role in philosophy after all.  But these intuitions will not manifest conceptual information, but rather empirical information about the way the world works, albeit empirical information that is part of pre-existing thought, as opposed to information prompted by novel evidence.  (From this perspective, then, Kripke and Gettier were appealing to familiar empirical information about names and knowledge respectively, rather than to purely conceptual intuitions.)  

Note that intuitions understood in this way are by no means guaranteed to be authoritative.  Maybe conceptually-based intuitions cannot be mistaken.  But the same is clearly not true for every synthetic assumption that is embedded in accepted thought.  This is why scientific thought experiments sometimes misfire.  For example, consider the widely accepted sixteenth-century ‘tower argument’ against the Copernican claim that the earth moves:  the earth can’t be moving, because a stone released from a tower will fall ‘straight down’ to the foot of the tower, and not land some distance to the west as apparently required by Copernicus.  However, the operative intuition here is flawed, since the stone, which shares the motion of the earth, will not fall ‘straight down’ in the relevant reference frame.  The contrary intuition is an implicit product of the geocentrism that Copernicus was disputing, and so no good basis for rejecting Copernicus’s theory.

The same point applies in philosophy.  To the extent that intuitions hinge on synthetic prior commitments, they aren’t automatically authoritative in philosophical argument.  True, many intuitions will reflect some well-grounded theoretical principle, and to that extent should be respected.  But other intuitions can be misbegotten, resting on unsubstantiated assumptions, or some natural but fallible modes of thought, and in such cases it will be legitimate to reject them.  For example, materialists about the mind will allow that it is highly counterintuitive to identify the conscious mind with the brain, but respond that it is intuition rather than their theory that is here at fault.  In general, then, naturalists will view conflicts between philosophical proposals and intuitive counterexamples as simply special cases of conflicting empirical theses, to be decided, as with all such conflicts, on the basis of overall fit with the evidence.  (Cf Weatherson 2003.)

4  Morality and Mathematics

In this section I want to qualify my thesis that philosophy, like science, is concerned with the construction of synthetic theories that gain their ultimate support from empirical evidence.  I recognize that there are elements in philosophy that do not fit this characterization.  In particular, I have in mind the normative and mathematical elements in philosophy.  Here I want to mark these exceptions, and qualify my general thesis accordingly.   

Let me being with the normative issue.  Some parts of philosophy—ethics, political philosophy, aesthetics—deal centrally with normative matters.  By contrast, the first task of empirical science is always to establish descriptive findings (even if those findings will themselves sometimes have normative implications).  Given this, it seems unlikely that the normative areas of philosophy will yield the same kind of knowledge as the empirical sciences.

An initial counter to this objection would be that meta-ethics (and meta-normativity more generally) is in effect a branch of metaphysics, and to that extent does arguably depend on synthetic theorizing.  When philosophers consider the nature of moral or aesthetic value, and analyse the structure of moral or aesthetic discourse, they aim to figure out what kinds of facts the world contains and how humans interact with those facts.  If metaphysical investigation in general can be understood as depending on a posteriori scientific methods, there seems no reason why meta-normative philosophy should not be similarly understood.

Still, this response only takes us so far.  Meta-normative investigations form part of the normative areas of philosophy, but it is implausible to argue that they exhaust these areas.  Philosophers also engage in first-order normative theorising.  Moral philosophers debate the permissibility of abortion, the acceptability of the death penalty, and so on.  Political philosophers ask when outside powers can invade sovereign states and whether liberal values are universal.  Aesthetician debate the significance of originality and the worth of conceptual art.  If normative philosophy were restricted to meta-normative issues, it would be far less interesting and important.

There is no question of here entering into any serious discussion of the sources of normative judgement.  But it seems hard to deny that such judgements are formed in ways that have no parallel in scientific investigation.  At some level, normative judgements are grounded in characteristic human responses of an emotional and motivating kind.  Reactions of this kind play no obvious role in science.  This then looks like one place where we must admit that philosophy uses different techniques from science.

It might seem as if I am here presuming some non-cognitivist account of normative judgement.  But in fact the point applies more generally.  The idea that normative judgements must be grounded in characteristic human responses is not peculiar to non-cognitivist theories.  True, non-cognitivism builds the reactive grounding directly into the content of normative judgements, whereas realist and other cognitivist theories present normative judgements as answering to contents that are metaphysically independent of subjective human responses.  Still, at an epistemological level, even cognitivist theories of normativity are likely to appeal to something like natural human responses—no doubt refined by education and reason—to explain how we identify the putatively independent normative facts.  And, as I said, this looks like something that has no parallel in science.
Having made this point, it is worth observing that this does not necessarily mean that philosophy here is here relying on a priori analysis.  It is one thing to point out that first-order normative judgements rest on something other than ordinary empirical evidence.  It would be quite another to show that such judgements are a priori.  The issues here are complex and deserve extended discussion, but this is not the place.  For what it is worth, my view is that the grounding of normative claims in emotional and motivating responses makes them more akin to empirical than a priori judgements.  The appropriateness of such responses to given situations does not seem like an analytic matter.
Still, the aim of this paper is not just to defend the negative claim that philosophy isn’t an a priori discipline, but also to develop the positive thesis that philosophy, like science, aims to construct empirically supported synthetic theories.  And first-order normative claims won’t fit this thesis if their evidential basis lies in something other than empirical evidence, even if they aren’t priori.  So from now on I would like my overall thesis about the similarity between philosophy and empirical science to be understood as making an exception for the first-order normative element in philosophy.
I turn now from morality to mathematics.  Many mathematical results are of great philosophical interest, not only within the philosophy of mathematics, but more generally.  We need only think of the independence of Euclid’s fifth postulate, or the inconsistency of naïve set theory, or the non-denumerability of the reals.  Yet mathematical claims don’t seem to rest on the kind of empirical evidence that backs normal scientific theories about the empirical world.  To the extent that philosophy is concerned with mathematics, then, it seems once more that it diverges from the construction of synthetic theories.

Some empirically-minded philosophers will no doubt respond that mathematical theories are not in fact significantly different from synthetic scientific theories, and provide no reason to question philosophy’s status as a synthetic discipline.  According to this line of thought, our best empirical theories of the world commit us to mathematical claims, and in consequence those mathematical claims are empirically supported by the evidence for those empirical theories.

I myself do not accept this picture of the epistemology of mathematics.  Our empirically best-supported theories may commit us to certain abstract mathematical entities.  But this does not necessarily mean that this is what justifies our commitment to those entities.  Showing that we are committed does not automatically explain why we should be.  It may be that mathematical claims are inseparable from our best empirical theories, but that even so those claims are established by some distinctive mathematical route.  

Perhaps the thesis that mathematics gains empirical support from its role in science would follow if we adopted a strong Quinean confirmational holism according to which all parts of a theory are equally empirically confirmed, if any are.  But this Quinean holism is difficult to defend.  (Glymour 1980.)  (What is more, it is not to be taken for granted that our best-supported empirical theories do commit us to mathematical claims.  This is denied by various philosophies of mathematics.)

Just as with morality, the fact that mathematics doesn’t gain its support from normal empirical evidence doesn’t automatically mean that it is a priori.  Again, it would take us to far afield to discuss this issue properly here.  For what it is worth, my own view is that branches of mathematics that commit us to abstract objects are best viewed as useful fictions (cf. Field 1980).  Insofar as we do have genuine knowledge in the mathematical realm, it is logical knowledge that is free of ontological commitment.  This leaves us with the issue of the epistemological status of logical knowledge.  I accept that logical knowledge is epistemologically peculiar, quite different from empirical scientific knowledge.  But I am doubtful that it is grounded in conceptual analysis.  I would say that it is sui generis, but not a priori.

Still, as before, it is not enough for my positive thesis that mathematics should fail to be a priori.  My positive claim is that philosophy aims to construct empirically supported synthetic theories, and for the reasons given I do not think that mathematics fits this requirement.  So, to the extent that mathematical knowledge is part of philosophy, I need once more to qualify my positive thesis.

So from now on I intend to assert an affinity between philosophy and empirical science only insofar as the mathematical and first-order normative branches of philosophy are excluded.  I shall not tire the reader by inserting this qualification every time I mention my positive views, but that is how I should be understood from now on. 

5  A Priori Knowledge is Possible

I now want briefly to argue that a priori knowledge is at least possible.  As I have said, I don’t think that such knowledge is of any philosophical significance.  But I do not go so far as to say that such knowledge is impossible, and it will be helpful for what follows to see how it might arise.
Suppose you and I agree that we are going to use ‘Eve’ to refer to the most recent common matrilineal ancestor of all extant humans.  Then surely we know a priori that, unless general evolutionary assumptions are completely wrong, that all contemporary humans are descended from Eve.

It is true, as Quine observed, that stipulations fade.  After a while, the use of the term ‘Eve’ might pass into general currency, and cease to be grounded explicitly in the above stipulation.  Still, this does not alter the basic point at issue, which is whether a priori knowledge is so much as possible.  Even if stipulation-based a priori knowledge is short-lived, that doesn’t mean it isn’t real. 

In any case, it is unclear that explicit stipulation is the crucial issue here.  Suppose some thinker’s concepts are structured in just the way that would result from linguistic stipulation, even in the absence of any explicit proclamation.  (Your concept Eve is constituted by its tie to the actualized description the actual most recent common matrilineal ancestor of all extant humans.)  Why shouldn’t this work just as well?  The relevant issue is not how the term is introduced, but rather that its reference is fixed in such a way that certain judgements (if standard evolutionary assumptions are sound, all contemporary humans are descended from Eve) will come out true whatever the actual facts.  This reference-fixing feature is what allows explicit stipulation to yield a priori knowledge.  As long as it is present, it would seem to make room for a priori knowledge, even in the absence of stipulation.
Of course, there are serious questions about the analytic-synthetic distinction implicit in the idea of a priori knowledge without explicit stipulation.  What distinguishes those assumptions that play a role in fixing the reference of a given concept (the actual most recent common matrilineal ancestor of all extant humans) and those that do not (lived in Africa)?  As it happens, I myself do not think that these questions are as unanswerable as is often supposed.  I shall return to this issue at various points below.
There are also serious questions about the epistemological route from reference-fixing facts to a priori knowledge.  It is one thing for the reference of my concepts to be fixed in such a way that certain claims are sure to true. It is another thing for me to have knowledge of those claims.  Still, it is not hard to imagine cognitive mechanisms take that us from one to the other.  One possibility is to suppose that thinkers reason meta-representationally from the reference fixing-facts to the truth of the relevant claim.  But this credits thinkers with a significant amount of meta-representational knowledge, and moreover doesn’t seem a very happy account of a priori knowledge, since it will hinge on detailed empirical information about the concepts thinkers possess.  What seems to be needed is rather some sub-personal mechanism that takes the reference-fixing facts as input and therewith delivers the consequently guaranteed claims as output.   
I do not propose to investigate the possibility of a priori knowledge any further at this stage.  No doubt there is more to say.  But I have no need of a detailed model of a priori knowledge.  After all, I shall be arguing that such knowledge is philosophically insignificant.  So it won’t matter for my purposes exactly how it works.

6  Theories and Concepts
My thesis is that philosophy aims to construct theories in the same way as science does.  Some readers may wonder whether this picture of philosophy is significantly different from the idea that philosophy engages in a priori conceptual analysis.  

After all, many concepts are arguably constituted by the roles they play in our theories.  Quine may have argued that our theoretical net doesn’t divide neatly into analytic white and synthetic black threads.  But, still, aren’t the assumptions at the centre at least very light grey, and to this extent isn’t the philosophical articulation of the assumptions central to our theoretical view of the world effectively the same conceptual analysis? 

I say not.  Theories are one thing, concepts another.  Philosophy is interested in central theoretical assumptions, but this doesn’t make it interested in concepts. 

As will become clear, my view here isn’t that the lack of a clear analytic-synthetic distinction makes everything empirical.  Even if there were a clear analytic-synthetic distinction, this wouldn’t make philosophy’s interest in central theoretical assumptions a conceptual matter.  Articulating theories and analysing concepts would still be quite different.
There are different ways of thinking about the relationship between concepts and theories.  For much of the last century, most philosophers thought of this relationship in a verificationist way.  However, verificationism thinking has now quite rightly fallen out of favour, and the connection between concepts and theories is now generally conceived in different terms.  Let me consider these two approaches in turn.

If you think of representation in a generally verificationist manner, then you will hold that the nature of a community’s concepts is bound up with the theories that the community accepts.  For such accepted theories will determine which inferences govern the use of concepts, and therewith which situations will be taken to verify the application of concepts.  If concepts are related to theories in this way, then analyzing concepts will be a matter of articulating the relevant theories.  On this account, moreover, concepts can be criticized, by showing that the theories that constitute them are defective.  (For a particularly clear version of this picture of conceptual analysis, see Brandom, 2001.)

The first thing to say about this picture of conceptual analysis is that it seems perfectly consistent with my account of philosophical method.  According to this account of conceptual analysis, the job of philosophy is to articulate theories and criticise those that fail to pass muster.  I agree whole-heartedly.

If I do have an objection to this account, it will be that it betrays an odd account of concepts.  Note how this view depends crucially on the verificationist underpinning.  It is uncontentious that which theories you accept dictates how you apply your concepts (at least your non-observational concepts) in response to sensory evidence.  But some kind of verificationism is needed to move from this to the conclusion that your concepts themselves depend on which theories you accept.

The difficulties that arise for this verificationist account of concepts are familiar.  For one thing, it implies that thinkers will not share concepts with adherent of theories they reject.  So those who reject the phlogiston theory of combustion, or the psychoanalytic theory of the self, will not possess the same concepts of phlogiston or superego as adherents of those theories, and so will be unable to deny what those theories assert by saying there is no phlogiston or there is no superego. 
Other difficulties relate to the analytic synthetic-distinction.  If concepts are constituted by their possessors’ dispositions to apply them, then it is hard to see how there can be any difference between analytic assumptions that are constitutive of concepts and those that are synthetic.  For all parts of a theory will affect dispositions to apply concepts equally. 
All in all, verificationist assumptions seem to generate a strange account of the relationship between concepts and theories.  Still, as I said, do not object to the positive conception of philosophy that goes with this view of concepts, as opposed to the view of concepts itself.  I agree that the main business of philosophy is articulating and assessing substantial theories, and simply demur from the idea that this amounts to analysing concepts.   

Let me now turn to the alternative non-verificationist way of thinking about the relationship between concepts and theories.  Note first that without verificationism there is no compulsion to suppose that concepts are affected by theoretical commitments.  What theories we accept may affect our dispositions to apply concepts, but non-verificationists can hold that the nature and referential powers of our concepts is determined quite independently of these dispositions, by causal history, or teleosemantic function, or some such.  From a non-verificationist point of view, then, there is no general reason to think of our disposition to apply concepts as making any difference to the nature of those concepts.

Still, are there not at least some concepts which are constituted by the role they play in theories?  This certainly seems arguable for scientific concepts of entities initially postulated on purely theoretical grounds, like black holes, or quarks—given that these concepts have no non-theoretical connection to their referents, there seems no alternative to supposing that these concepts constitutively refer to whichever entities play such-and-such a theoretical role.  And perhaps the same model applies a range of philosophically concepts, like free will, knowledge, or moral value.  It is not implausible to suppose that the reference of these terms is fixed by the structure of theoretical assumptions in which they are embedded.
Still, even if many important concepts are so constituted by their theoretical roles, non-verificationists will deny that they depend on which theories are accepted.  To see the point here, we need to distinguish between Ramsey-sentences and Carnap-sentences.  Suppose we represent the theory which defines some term ‘F’ as T(F).  Then the Ramsey sentence of that theory is ‘(E!Φ)(T(Φ))’
.  For example, if the theory is that phlogiston is given off in combustion and can saturate the surrounding air, then the Ramsey sentence will say that there is some unique substance that is given off in combustion and can saturate the surrounding air.  Plausibly, the Ramsey sentences of theories have the same empirical content as the original theories, but say it without employing theoretically defined terms.
More generally, the Ramsey construction shows us how to eliminate theoretical terms from any claims.  For example, suppose we want to say ‘phlogiston has negative mass’.  Using the Ramsey approach, we can replace this by ‘there is some substance that is given off in combustion and can saturate the surrounding air, and it has negative mass’.  Again, the Ramsey rewriting looks as if it makes the same claim as the original sentence, but without using ‘phlogiston’.
The Carnap sentence of a theory is ‘If (E!Φ)(T(Φ)), then T(F)’.  (For example:  ‘if there is some unique substance that is given off in combustion and can saturate the surrounding air, then that substance is phlogiston.’)  For a theoretically-defined term ‘F’, the Carnap sentence can be viewed as a stipulation fixing the meaning of ‘F’.  Thus:  let us understand ‘F’ in such a way as to make ‘If (E!Φ)(T(Φ)), then T(F)’ come out true.  So viewed, the Carnap sentence does not say anything about the world.  It just gives us a shorthand for making theoretical claims.  We don’t have to use the complicated ‘there is some substance that is given off in combustion and can saturate the surrounding air, and it has negative mass’.  We can simply say ‘phlogiston has negative mass’.  And in general we can replace the clumsy ‘(E!Φ)(T(Φ) & G(Φ))’ by the simple ‘G(F)’.  

Note now how this account of theoretically-defined terms avoids the debilitating consequences of the theory-dependent account.  Since theoretically-defined concepts are constituted by Carnap sentences rather than Ramsey sentences, possessing such concepts doesn’t depend on your accepting some substantial theory, but simply on your accepting a conditional Carnap sentence.  My possessing the concept of phlogiston doesn’t require me to accept the phlogiston theory itself, but simply to recognize that if there is a substance given off in combustion which can saturate the surrounding air, then it is phlogiston.  Since I accept that conditional claim, even though I reject the phlogiston theory itself, there is happily no barrier, as there was on the verificationist account, to my expressing that rejection of the phlogiston theory simply by saying ‘There is no phlogiston’.

This works because the Ramsey-Carnap account of theoretically defined terms involves no commitment to verificationism.  Your dispositions to apply the term ‘phlogiston’ in response to sensory information of course hinge crucially on whether or not you accept the phlogiston theory.  But, on the Ramsey-Carnap account, your acceptance of this theory is irrelevant to whether or not you possess the concept phlogiston.  That account requires only that you appreciate that this concept has its reference fixed via a certain description (‘the substance if any which is given off in combustion and which can saturate the surrounding air’), and you can appreciate this whether or not you accept the phlogiston theory. 
Relatedly, the analytic-synthetic distinction is far less problematic within the Ramsey-Carnap framework than on verificationist assumptions.  The issue here is which assumptions embraced by some community actually play a role in defining their concepts—which assumptions go into the theory that appears in the Carnap sentence that defines some term ‘F’?  The obvious way to decide this is to ask the relevant community what they would say if, contrary to their opinion, it turns out that there is no scientific kind that uniquely satisfies some putative definition T.  Would they say that there are no Fs, or would they simply say that they had previously been mistaken to think that the whole of T was true of Fs?  The former answer would imply that T is indeed criterial for ‘F’, in that by definition the kind F must satisfy all of T.  By contrast, the latter answer would indicate that T includes assumptions that play no role in defining ‘F’. 

Note how this strategy hinges crucially on the rejection of verificationism.  On the verificationist story, the fact that people would continue to say ‘there are Fs’ if they came to reject T provides no strong reason to suppose that T was not previously criterial for ‘F’.  For, on the verificationist story, if T were originally criterial for ‘F’, then rejecting T would inevitably occasion some change in the meaning of ‘F’.  Either speakers would cease to apply ‘F’ altogether, or they would apply it to a modified range of situations—but, either way, by verificationist lights they would no longer be using it with the old meaning.  So, as Quine insisted, conditional facts about how they would come to use ‘F’ if they rejected T can’t automatically be taken to reflect the original meaning of ‘F’.  In particular, the fact that would continue to say ‘there are Fs’ doesn’t show that all of T wasn’t previously criterial for ‘F’.  (Even if it had been criterial, rejecting T would have required them to change the meaning of ‘F’ somehow, so why shouldn’t they have changed it so as to keep saying ‘there are Fs’?)
None of this applies on the Ramsey-Carnap approach.  If meaning doesn’t depend on what theory is accepted, rejecting a meaning-constituting theory applies no pressure whatsoever to change meanings.  Correspondingly, if you would continue to maintain that ‘there are Fs’ even if you came to reject T, the obvious inference to draw is that T is not criterial for Fs.  (True, this inference is defeasible.  Even on the Ramsey-Lewis view, speakers could in principle change the meaning of ‘F’ if they came to reject some criterial T, and so end up saying ‘there are Fs’ even if Fs had previously by definition required T.  But in general there is no reason why they should change ‘F’’s meaning in this way, just because they cease to believe T, and so such a diagnosis would call for special evidence, by contrast with the default assumption that their hypothetical judgements are simply dictated by the current meaning of ‘F’.)   

Having made this point about the analytic-synthetic distinction, I should also say that I do not think that questions about which assumptions enter into the meanings of theoretically-defined terms are always clear-cut.  This is because there is no reason why speakers should always be sure about what they would say if some theoretical assumption turned out to be false.  I think this is the real insight behind Quine’s attack on the analytic-synthetic distinction.  Would there still be plants if it turns out that there is no photosynthesis?  Would there still be comets if it turns out those eccentrically orbiting bodies are all alien spacecraft?  Would there still be beliefs if it turns out that no cognitive states have causally significant compositional structure?  There is no reason why speakers should have definite answers to these questions.  To the extent that they don’t, the relevant concepts will embody a certain kind of indeterminacy, albeit an indeterminacy that is normally perfectly benign.  I shall return to these issues in the section after next.   
From now on I shall assume that theoretically defined terms should be understood on the Ramsey-Carnap model.  This model detaches the possession of concepts from commitment to theories.  Correspondingly, analysing our concepts will not, as on the verificationist picture, amount to articulating our substantial synthetic theories, but will simply analytically outline what it takes for our concepts to be satisfied.  This is why I hold that conceptual analysis is generally of no philosophical significance.  Conceptual analysis does not yield substantial information about the actual world, but only such hypothetical information as falls out of the structure of our concepts.  
7  The Canberra Plan
There is an influential contemporary school of thought, led by David Lewis and Frank Jackson, and widely know as ‘The Canberra Plan’, that views philosophical concepts in the Ramsey-Lewis manner, yet nevertheless holds that conceptual analysis does play a central role in philosophy.
Jackson (1998) argues that ‘serious metaphysics’ accords a central role to conceptual analysis.  As Jackson sees it, serious metaphysics aims to demonstrate how a limited number of ingredients (for example, physical ingredients) might metaphysically determine all the different things that everyday thought supposes to be found in the world.  Given some everyday category—like belief, or free will, or moral value, or knowledge—Jackson takes it that such a demonstration will proceed in two stages.  First, the ordinary folk conception of that category will be analysed:  this will show how our common sense thinking fixes the relevant subject matter as that category which plays a certain folk-theoretical role.  Second, we will then look to our preferred account of reality to ascertain which fundamental ingredients, if any, actually play that folk-theoretical role.  This second stage is likely to appeal to a posteriori scientific knowledge about the fundamental nature of reality.  But the purely conceptual first stage, argues Jackson, also plays an essential part in reaching the overall metaphysical conclusion.

Jackson explicitly presents this account of ‘armchair metaphysics’ as opposed to the view that conceptual analysis plays no significant philosophical role.
  I am not persuaded.  For a start, we can query whether all philosophically interesting concepts admit of an analysis in terms of folk thinking.  Jackson assumes that all philosophically interesting concepts (along with all other concepts) can be analysed as equivalent to ‘the kind which plays such-and-such a folk-theoretical role’.  But it is not uncontroversial that all philosophical relevant concepts are so constituted, as opposed to having their identities fixed by observational, causal or historical relations to their referents.
  

Still, let us suppose, for the sake of the argument, that some philosophically interesting concepts (free will, say, or knowledge) do admit of folk conceptual analyses in the way Jackson envisages.  Even in such cases naturalists can resist his contention that such conceptual analyses are philosophically important.  According to Jackson, it is conceptual analysis that sets the agenda for serious metaphysical investigation.  But a naturalist can deny that it is the analytic Carnap sentence of the relevant folk theory that sets the agenda, as opposed to the underlying synthetic Ramsey sentence.  Imagine that the folk theory that constitutes the concept of belief is that beliefs respond to evidence, that beliefs have a compositional structure, and that belief combine with desires to generate actions—‘T(Belief)’, for short.  Recall now how ‘T(Belief)’ decomposes into the synthetic Ramsey sentence ‘(E!Φ)(T(Φ))’ and the analytic Carnap sentence ‘If (E!Φ)(T(Φ)) then T(Belief)’.  Given this decomposition, a naturalist can plausibly maintain that it is the synthetic Ramsey sentence that poses the substantial metaphysical question, not the analytic Carnap sentence.  We will want to know about the fundamental nature of belief as soon as we suppose that there is a kind of state that responds to evidence, has a compositional structure, and combines with desires to generate actions—this much is already motivation for figuring how the fundamental components of reality constitute this state.  All that the Carnap sentence adds is an alternative but inessential shorthand for naming this state.  It is hard to see how any important metaphysical issues could hang on the availability of this shorthand.

To bring out the point, consider the everyday concept of a soul, understood something that is present in conscious beings and survives death.  This concept of a soul can be captured by the analytic Carnap sentence:  ‘If (E!Φ)(Φs are in conscious beings and survive death), then souls are in conscious beings and survive death)’.  Now, as above, this Carnap sentence will be agreed by everybody who has the concept of soul, whether or not they believe in souls.  Yet this Carnap sentence in itself will not raise any interesting metaphysical questions for anybody denies the existence of souls.  They won’t start wondering how the fundamental constituents of reality realize souls, given they don’t believe in them.  It is only those who accept the corresponding Ramsey sentence (‘There are parts of conscious beings that survive death’) who will see a metaphysical issue here.  Moreover, the Ramsey sentence will pose this metaphysical issue whether or not it is accompanied by some analytic Carnap sentence to provide some shorthand alternative terminology.  In short, the methodological naturalist can insist that anybody interested in ‘serious metaphysics’ should start by articulating the substantial existential commitments of our folk theories, as articulated in their synthetic Ramsey sentences.  Any further analytic conceptual commitments, of the kind that might be articulated a priori, add nothing of philosophical significance.

8  Conceptual Indeterminacy
So far in this paper I have argued that (most) philosophy is no different from science.  Just like science, it aims to construct synthetic theories that are supported by the empirical evidence.
One possible objection to this thesis is that some philosophical problems seem manifestly non-empirical.  For example, consider the problem of free will.  If determinism is true, can any actions be free?
  Compatibilists say yes, incompatibilists say no.  But it seems highly implausible that this issue can be settled in some a posteriori way.  Surely all the evidence is already in, and the alternative views are clearly articulated and understood.  It looks as if any resolution of this issue is going to need something more than principles of scientific theory-choice.

I agree that this and a range of similar philosophical questions cannot be resolved by a posteriori means.  But it doesn’t follow that they can be resolved in some other way.  Maybe they can’t be resolved at all, because some crucial concept (for example, free will) is indeterminate.  
Suppose that the concept of free will is a theoretically defined concept.  If so, which theory defines this concept?  It could be the theory that free actions are those which spring from the agent’s motives.  Or it could be the theory that free actions are those which spring from the agent’s motives and are undetermined.
Note now that a community will see no need to decide between the two options if they think that any actions that spring from motives are also undetermined.  In their view just the same category of actions will be picked out whether we define free will as (a) the type of actions that spring from motives or as (b) the type of actions that spring from motives and are undetermined.  (Who cares which way we define free will, given that we’ll be talking about the same category either way?) 
I would like to suggest that this is the reason why the issue of free will can seem so intractable.  We have inherited our concept of free will from an intellectual tradition that took it for granted that motivated actions are undetermined.  Given this, the tradition was happy to leave it open whether lack of determination should be added into the definition of free will.  It wouldn’t make any difference either way, if all motivated actions are undetermined.

But of course this choice does make a difference if you come to believe, say, that everything is determined, including actions.  Then the weaker definition (free actions = those stemming from motives) will imply there is still plenty of free will around, while the stronger definition (free actions = stemming from motives and undetermined) will imply that there is no free will.

Of course, viewed from this perspective, this is not a substantial issue.  It is simply a question of how to refine the definition of the term ‘free will’, once we realize that an indeterminacy in the notion, which was previously thought not to matter, makes a difference to how we describe the world.

This kind of indeterminacy is to be expected whenever concepts are theoretically defined.  Recall a point made in the section before last.  I said that Quine’s real insight was that speakers will often be unsure about what they would say if some theoretical assumption turns out to be false.  (Would there still be plants if it turns out that there is no photosynthesis?  Would there still be comets if it turns out those eccentrically orbiting bodies are all alien spacecraft?  Would there still be beliefs if it turns out that no cognitive states have causally significant compositional structure?)  We can now see why this should be so.  When some term is theoretically defined, there will in principle be a choice about how much to pack into the defining theory.  We could include a lot of what we believe about Fs, thus using a strong theory (TS) in the relevant Carnap sentence (If (E!X)( TS(X)), then TS(F)).  Or we could include relatively little, using a weak theory (TW) for the same purpose.  Or we could use any of the theories in between.  As long as we are confident that TW is strong enough to pick out a unique kind, and that TS doesn’t include so much detail that nothing in fact satisfies it, we will regard the choice between these options as unimportant.  For we will be confident that the same kind will be picked out whichever choice we make.  And, insofar as this confidence is justified, the resulting indeterminacy in our definition will not matter.  The actual-world referent of the relevant term ‘F’ will be unaffected by the indeterminacy, as will the truth of any sentences involving ‘F’.
 
Still, there are occasions where it turns out that such confidence is misplaced, and that what we include in our defining theory does indeed matter to the actual-world reference.  In the typical such case, we realize that the entity that satisfies most of the defining assumptions does not after all satisfy some further assumption A, which previously played an indeterminate definitional role.  For example, we realize that the entity that provides the medium for electromagnetic radiation is not at rest in absolute space;  or, again, we realize that the quantity that is responsible for changes in temperature and is convertible into other forms of energy is not a fluid.  And then we face a choice.  Should we say ‘there is no ether’ or simply that we were previously mistaken to hold ‘the ether is at absolute rest’?  Should we say ‘there is no caloric’ or simply that we were previously mistaken to hold ‘caloric is a fluid’?

Nothing of such substance hangs on such choices.  It’s simply a matter of tidying up our terminology once it becomes clear that this is needed.  As it happens, in both of the above examples our tradition decided to include the relevant A in the definition, and so concluded that ‘there is no ether/caloric’.  But it could as easily have gone the other way.  We need only consider the example of ‘electricity’, which in most respects closely parallels ‘caloric’, except that here we retained the term even after it turned out that the relevant quantity was not a fluid.  (If there are definite reasons for a given option in such cases, they are likely to be sociological rather than rational.  If the advocates of the new view want to present themselves as substantially diverging from previous theory, they will speak eliminatively—‘there is no caloric’.  But if they want to present themselves as continuing previous work, they will speak conservatively—‘electricity exists, though not as a fluid’.)

This then is my model for the apparent intractability of the free will debate.  It is a standard case imprecise theoretical definition.  Originally the imprecision is thought to be of no consequence.  But then some later discovery shows that the imprecision needs to be removed, while leaving it open how this should be done.  More generally, I would like to suggest that a range of apparently intractable philosophical issues can be usefully viewed in the same way.  Does personal identity hinge on psychological or bodily continuity?  Must intentionality be conscious, or is there such a thing as unconscious intentionality?  And so on.  Maybe the reason that philosophy finds it so hard to find an agreed answer in such cases is that these are at bottom matters of arbitrary terminological decision.

Of course, I do not want to say that terminology is the only thing at issue in these philosophical areas.  Serious and substantial issues are also be bound up with the terminological matters.  To take the free will debate once more, there remains the weighty issue of whether people should be praised and blamed, rewarded and punished, if their actions are all determined.  This is the real meat of the free will debate, and certainly is not a terminological issue.  But note how this question can be raised without using the term ‘free will’ (I’ve just done so).  Moreover, either answer to the substantial question is compatible with either way of resolving the terminological issue.  (For example, you could hold that determined people can still be ‘free’ yet that they shouldn’t be blamed for their transgressions). 

So my view is not that all philosophical debate is terminological.  Far from it.  I think that most philosophical issues are nothing to do with concepts, and hinge on substantial synthetic matters.  I have brought in the question of indefiniteness in theoretically defined terms only by way of explanation of why some philosophical puzzles seem incapable of resolution by appeal to principles of empirical theory-choice.  It is not that these puzzles are resoluble in some non-empirical way.  Rather, they aren’t capable of resolution at all, because they are essentially terminological disputes that have no rational answer.

9  Conclusions

Let me briefly summarize the main points of this paper.

Even naturalists should agree that a priori knowledge is possible.  But a priori knowledge isn’t important for philosophy.  Philosophy doesn’t consist of conceptual analysis, but of abstract scientific theorizing. 

There are connections between theories and concepts.  But once we understand this on the Ramsey-Carnap model, rather than in verificationist terms, it becomes clear that it’s the underlying (Ramsey) synthetic theories that are philosophically interesting, not the (Carnap) definitions of our concepts. 

True, there are some apparently serious philosophical issues that seem to transcend any possible a posteriori theorizing.  But these issues aren’t really serious.  They are just terminological disputes that arise from indeterminate theoretical definitions.
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�  Advocates of the ‘two-dimensional argument against materialism’ (Jackson 1993, Chalmers 1996) hold that conceptual difference does indeed imply metaphysical difference in the special case of concepts whose ‘primary intension’ does not differ from their ‘secondary intension’.  I am not persuaded by even this limited connection between conceptual and metaphysical possibility (cf. Papineau 2006 section 4.3).


� ‘(E!Φ)(T(Φ))’ abbreviates ‘(EΦ)(T(Φ) & (Ψ)(T(Ψ) -> (Ψ = Φ)))’.


� Moreover, Jackson distinguishes between the ‘extreme naturalist’ who denies that conceptual analysis is so much as possible, and the ‘moderate naturalist’ who insists only that it is unimportant to philosophy.  He aims to discredit moderate naturalism along with extreme naturalism (1998, 154-155).


� In support of his theory-dependent view of concepts, Jackson has argued (2003, 254-5) that we would have no basis for identifying some folk kind with some fundamental kind (temperature with mean kinetic energy, say) in the absence of initial conceptual information about the causal role of the folk kind (heat sources raise the temperature of bodies, temperature in gases goes up with pressure, etc).  His thought is that this conceptual information is essential to our deriving the conclusion that temperature = mean kinetic energy from the empirical discovery that mean kinetic energy plays the same role.  However, this is quite unconvincing.  Jackson is of course right that we need to know that heat sources raise the temperature of bodies, that temperature in gases goes up with pressure, etc, if we are to conclude that temperature = mean kinetic energy from empirical knowledge that mean kinetic energy plays the same causal role.  But I can see no reason at all why the derivation should not work quite as well if our knowledge of the causal role of temperature is inductive knowledge derived from a posteriori observational investigation of the temperatures of bodies and gases, rather than a priori knowledge built into the very concept of temperature.


�  Jackson (1998, 31) urges that interesting philosophical questions hinge on the existence and nature of certain kinds (free will, belief) ‘according to our ordinary conception’.  Well, we can agree that philosophical interest often attaches to the putative kinds that are picked out by our ordinary concepts.  But this is not to say that there is anything philosophically interesting in these kinds being so picked out, as opposed to their existence and nature.   


�  Mightn’t somebody start with the concept of a soul, and then seek to demonstrate a priori that nothing can satisfy it, because it imposes contradictory requirements (souls have mental states, mental states imply bodily behaviour, souls are sometimes disembodied)?  Or, to take another example, mightn’t somebody aim to show that the concept of change is unsatisfiable, because it requires specific times to have both of the contradictory properties of presentness and pastness?  I respond that there is no cause to think of such demonstrations as aiming to showin the unsatisfiability of concepts, as opposed to the falsity of theories (that there are so-defined souls, that there is so-defined change).  After all, why would it be interesting that certain concepts are unsatisfiable, except against a background where we attach some credence to their instantiation?  There remains the point that the theories here are shown false without any appeal to contrary empirical evidence.  However, this is to do with logic, rather than concepts.  After all, we can as easily use logic to demonstrate that the relevant concept-free Ramsey sentences are inconsistent, as that the Carnap-defined concepts are unsatisfiable.  


� As is well known, the threat to free will is not determinism as such, but the hegemony of natural law, whether determininstic or indeterministic.  Still, I shall ignore this point in the interests of expository simplicity. 


�  One qualification:  if we regard Carnap sentences as Russellian devices for reparsing theoretical sentences as quantificational constructions, rather than as a way of introducing genuine terms, then the truth of some wide-scope modal sentences will be sensitive to whether the Carnap sentences involve stronger or weaker theories.  For this and further points about the indeterminacy of theoretically defined terms, see Papineau 1996. 





