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Physicalism and the Human Sciences
David Papineau
1 Introduction

We are all physicalists now.  It was not always so.  A hundred years ago most educated thinkers had no doubt that non-physical processes occurred within living bodies and intelligent minds.  Nor was this an anti-scientific stance:  the point would have been happily agreed by most practicing scientists of the time.  Yet nowadays anybody who says that minds and bodies involve non-physical processes is regarded as a crank.  This is a profound intellectual shift.  In this essay I want to explore its methodological implications for the human sciences.  I do not think that these have been adequately appreciated.

It is sometimes suggested that the modern enthusiasm for physicalism is some kind of intellectual fad, fanned by the great successes of physical science during the twentieth century.  But this underestimates the underpinnings of contemporary physicalism.  The reason that scientists a hundred years ago were happy to countenance non-physical processes is that nothing in the basic principles of mechanics ruled them out.  Mechanics tells us how material bodies respond to forces, but says little about what forces exist.  Prior to the twentieth century, orthodox scientists countenanced a far wider range of independent forces than are admitted today:  these included not only separate chemical, cohesive, and frictional forces, but also special vital and nervous forces.  (Consider the term ‘nervous energy’.  This was originally a nineteenth-century term for the potential energy of the nervous force field.  Nervous energy was supposed to be stored up during cognition and then converted into the kinetic energy during action.) 
The verdict of the twentieth century, however, has been that there are no such special forces.  A great deal of detailed experimental research, including detailed physiological research into the internal working of living cells, has failed to uncover any evidence of material processes that cannot be accounted for by a few fundamental forces (gravity, electromagnetism, the strong and weak nuclear forces).  Because of this, special vital or mental forces are now discredited, along with chemical, cohesive, and frictional forces.  The basic physical forces are almost universally regarded as adequate to account for all material processes.  (For the history of physicalism, see Papineau 2002, Appendix.)
Where does this leave thoughts, feelings, relationships, institutions and the other familiar human entities that form the subject matter of the human sciences?  At first sight it might seem that they must be dismissed as illusory.  If all material effects are due to purely physical influences, then doesn’t this show that the putative components of human reality don’t make a difference to anything?  But this would be too quick.  Perhaps these human components are themselves part of the physical world, and so perfectly able to influence material processes.  This is the reductionist option.  We don’t take the advances of physical science to show there are no thoughts or institutions.  Rather, we conclude that thoughts and institutions are themselves physical entities, and so perfectly real.  (Compare the way that heat was reduced by the kinetic theory of gases, rather than eliminated.  The kinetic theory showed that all the supposed effects of heat can be explained by the motion of molecules.  But science didn’t conclude that therefore there is no heat.  Rather it said that heat is nothing more than molecular motion.) 
This reductionist option promises to save the subject matter of the human sciences.  But at the same time it threatens their autonomy.  Before the rise of physicalism, the human sciences could regard themselves as identifying mental, behavioural and social patterns that were separate from any physical principles.   Of course, such human processes could have effects in the material world, just as Descartes’ immaterial mind could have effects on the body.  But these human processes would not themselves be part of the physical world, and so would not be governed by physical principles.  Mental, behavioural and social patterns would be quite independent of the laws of physics. 

However, this autonomy is threatened by physicalism.  According to Ernest Nagel’s classic model of reduction (1961), any patterns displayed at the level of a ‘reduced’ science are special cases of the laws of the ‘reducing’ sciences.  On Nagel’s conception, reduction requires the categories of the reduced science to be identified with categories of the reducing science, via ‘bridge laws’.  In consequence, any regularities of the reduced science can in principle be rewritten as regularities of the reducing science.  In the kind of case we are interested in, this would mean psychological, economic and other human categories must be specifiable in purely physical terms, and that any laws involving these categories must be expressible as purely physical laws.    

In due course we shall consider further how far this classical reductionist model really does impugn the autonomy of the human sciences.  But first we need to consider whether classical reduction is really forced on us by physicalism.  This would be denied by many philosophers today.  Over the past fifty years, philosophers have devoted a great deal of energy to developing varieties of ‘non-reductive physicalism’.  The idea here is to go along with the basic physicalist thought that human entities must be physical if they are to make a difference in the real world, but to deny that the specific requirements of classic Nagelian reduction follow.  (The terminology can be a bit confusing here.  By ordinary standards, ‘non-reductive physicalism’ would be counted as a species of reductionism, since it rejects any ontological pluralism and collapses all reality, including human reality, into the physical realm.  But in this paper I shall adhere to contemporary philosophical jargon, reserving ‘reductionism’ for the stronger requirements of Nagel’s classic model, and using ‘physicalism’ for the more general denial of ontological pluralism.)        

2 Laws without Reduction
Non-reductive physicalism promises to restore the possibility of autonomous laws in the human sciences by allowing for human patterns that are not special cases of physical laws.  The classic explanation of how this might work is Fodor’s ‘Special Sciences: or the Disunity of Science as a Working Hypothesis’ (1974).  Fodor made his analysis graphic in what must be the most-reproduced diagram in philosophy.
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Here S1 and S2 are special kinds and S1 -> S2 is a special law.  Fodor gives the example of Gresham’s Law—‘bad money drives out good’.  If there are two kinds of money in circulation, the money that people trust more will be hoarded, and the less trusted money will be used for exchanges.  So in this case S1 would stand for the presence of two kinds of money, and S2 for the disappearance of the good money from circulation.
Now, if Nagel’s classic reductionist model applied here, we should be able to equate S1 with some specific physical category P, say, and S2 with some specific physical category P*, and thus reduce the special Gresham’s Law S1 -> S2 to the physical law P -> P*.  
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But on Fodor’s picture this will no longer be possible.  This is because Fodor does not require that S1 or S1 be identified as types with physical categories.  Rather he holds that these special categories will be variably realized at the physical level, by  P1, P2, P3 . . ., and P*1, P*2 , P*3  . . . respectively.  For example, in some cases of Gresham’s Law the two kinds of money will be two species of cowrie shell, in other cases they will be coins and notes, and in yet others they will be values in electronic registers.  Fodor is a physicalist all right, in that he supposes that in each such case S1 and S2 will be realized by nothing but physical facts.  But he resists classical reduction by denying that there is any common physical nature to all the different cases of S1 and S2, and so a fortiori denying that the law S1 -> S2 can be expressed in purely physical terms.

When Fodor talks of ‘variable realization’, this should be understood as the converse of metaphysically necessary determination:  S1 is realized by P1 if and only if P1 metaphysically necessitates S1.  This is what ensures Fodor is a physicalist.  Nothing more than P1 is needed to ensure S1.  Not even God could make something that is P1 without S1.  At the same time, not everything that has S1 will have P1, or have any other physical kind, since there are always other physical ways (P2, . . .) in which S1 can be realized.  This is why S1 is not type-reducible to any physical kind, and why laws involving S1 will not be expressible in physical terminology.

Let us look a bit more closely at the way the S1 -> S2 law is consistent with physicalism without itself being a physical law.  At the physical level, the various physical Ps which realize S1 will generally give rise to P*s which realize S2.  Thus, when S1 is realized by some Pi, this will instigate physical processes that give rise to a P*i, which in turn then determines S2.  These physical processes are thus consonant with the special law S1 -> S2.
According to Fodor, such a Pi -> P*i link needn’t hold in every single case.  Some of the Pis that realize S1 will fail to give rise to a P*i that determines S2.  This is why, says Fodor, the laws of the human sciences only hold ceteris paribus.  The relevant physical processes won’t always fit with the S1 -> S2 law, and so the law will sometimes have exceptions.    

3 Reduction Required
Fodor thus promises to respect the requirements of physicalism while maintaining the autonomy of the human sciences.  All particular human facts are realized by physical facts.  But the general patterns that appear at the human level have no counterpart at the physical level.  There is no physical pattern corresponding to Gresham’s Law, for lack of any common physical categories to cover all the different instances of this law.  
But this only saves the autonomy of the human sciences if Fodor’s picture is coherent.  I have always had my doubts (Papineau 1985, 1992, 1993).  Here is the obvious worry.  If the realizations of S1 are all so physically different, then how come they all give rise to a similar result, namely, some physical state that determines S2?  Won’t it be an unexplained coincidence that they should all display this common result?  Unless more can be said about what ties the Pis together at the physical level—as would be provided by a traditional reduction—won’t the variability of the Pis undermine the idea that S1 is regularly followed by S2?
Here is an example that will illustrate the point.  (Cf Papineau 1993 ch 2.)  Suppose we find some initial evidence that people who eat reheated brussels sprouts (S1) come to suffer from inflamed knees (S2).  However, when we investigate this phenomenon, we find that there is no common feature that accounts for this syndrome.  Rather, in one case the sprouts harbour a virus (P1) that infects the knees (P1*).  In another the sprouts contain a high level of uric acid (P2) that leads to gouty attacks (P2*).  In a third the sprouts involve some toxin (P3) that deplete the cartilage that protects the knee joints (P3*).  And so on.
This story doesn’t hang together.  It beggars belief that reheated brussels sprouts should always give rise to inflamed knees, yet the physical process that mediates this should be different in every case.  Surely either there is some further feature of the sprouts that can explain why they all yield the same result, or we were mistaken in thinking that there was a genuine pattern in the first place, as opposed to a curious coincidence in our initial sample of cases.

Yet this looks just like the picture that Fodor is inviting us to accept for human scientific laws.  So I am inclined to say just the same about Fodor’s picture.  Either there is something more to say about why S1 should always give rise to S2, or it can’t be a genuine pattern to start with.  

Does it help that Fodor’s human science laws are only supposed to be ceteribus paribus and not strict?  Not really.  Note that the puzzle about the reheated brussels sprouts leading to inflamed knees doesn’t depend on this being an invariable pattern.  In the absence of a uniform explanation, it would be just as puzzling if most people who eat reheated brussels sprouts get inflamed knees—or even if reheated brussels sprouts merely raises the probability of inflamed knees.  Any such correlation would seem to call for a uniform explanation.  It would be mysterious that reheated brussels sprouts should so much as increase the probability of inflamed knees, if the mechanism were different each time it did so.
Some readers may wonder whether an analytic functionalist account of human science concepts can resolve the puzzle.  Analytic functionalism defines concepts in terms of causal structures.  Thus it might be definitionally required that something only counts as an ‘S1’ if it gives rise to an S2.  For example:  something might only count as a ‘pain’ if it leads to efforts to avoid the source of the pain; something might only count as ‘inflationary pressure’ if it generates a fall in the value of money; and so on.  Given this kind of definition, it will scarcely be a surprise if many different physical kinds Pi realize S1 and yet all give rise to a Pi * that determines S2.  After all, if they didn’t do this, then they wouldn’t count as realizations of S1 in the first place.  Something that doesn’t generate avoidance behaviour just isn’t a ‘pain’; something that doesn’t lead to a fall in the value of money isn’t an ‘inflationary pressure’; . . .  So, given this, it will be inevitable that all S1s will lead to S2s, notwithstanding their variable realization, for that’s what it takes to count as a ‘S1’. 
Unfortunately, nothing in this line of thought helps explain variably realized human science laws.  It may explain how definitional truths can be variably realized, but that is a different matter.  Genuine laws can be expressed by synthetic statements with the antecedent definitionally independent of the consequent, as opposed to the analytic truths that result when ‘S1’ is defined as a precursor of S2.  And that is precisely why there is a puzzle about their variable realization.  Given that the antecedent circumstance S1 in a genuine law can be identified independently of whether it produces the consequent S2, we expect there to be some further account of why such S1s are always (or at least unusually often) followed by S2s—and that is what the variable realization seems to preclude.  (Cf Millikan 1999.)
4 Kinds of Kinds

Despite the points made so far, it may seem that there can’t really be a problem about variable realized laws as such.  After all, surely there are plenty of familiar examples of such laws.  What about the law that a temperature of 100°C will make water boil?  Aren’t there many different molecular movements that can realize a water temperature of 100°C?  Yet there clearly isn’t any puzzle about why we find the boiling in all these cases.
But this is a different kind of set-up.  To see why, we need to be a bit more explicit about the idea of ‘variable realization’.  For a category S to be variably physically realized, it isn’t enough that the instances of S display some differences at the physical level.  We wouldn’t want to say that being square, say, is variably physically realized just because different square things have different masses.  Nor should we say that being in pain is variably physically realized just because different people have different-sized C-fibres.  For a category S to be genuinely variably realized, the requirement is not the weak demand that there be some physical differences between the Ss, but rather that there should be no physical property that is peculiar to them.  The members of a genuinely variably realized kind will share no physical property that is not also shared with non-members.

With temperatures, there is of course a common physical property of the right kind.  All samples of water at a given temperature have the same mean molecular kinetic energy, notwithstanding any further differences between the specific motions of their constituent molecules.  And that is why there is no puzzle about why water boils at 100°C.  Despite the different molecular motions involved, all water at 100°C shares the same mean molecular kinetic energy, and this allows a uniform physical explanation of the boiling.  By contrast, if there is no common physical feature to some category, then there is no room for such a traditional type-type reduction of any patterns it enters into.
Might Fodor just be saying that human science categories are like temperature?  That is, might he simply be pointing out that there can be physical differences between different instances of some human type, like circulating money, just as there are differences between different samples of water at 100°C, and that this is consistent with their having some physical commonality that will explain why they fit into some uniform pattern?

But this suggestion is not consistent with other claims Fodor makes.  Thus consider his original response to the obvious query raised by his diagram:  why isn’t the disjunction P1 v P2 v P3 . . . a physical property with which S1 can be type-identified, thereby yielding a traditional physical reduction of S1?  Fodor’s response is that even if we can formulate this disjunction, it won’t represent a genuine physical kind, as opposed to a heterogeneous collection of different physical kinds.  Correspondingly, even if we can write down the generalization P1 v P2 v P3 . . . -> P1* v P2* v P3*. . ., this won’t constitute a genuine physical law, as opposed to a representation of a bunch of different physical processes.  There is of course an element of circularity here, in that the standard explications of kinds is that they are categories that figure in genuine laws, while the standard explications of laws is that they are patterns that involve genuine kinds.  But any such circularity doesn’t affect the point currently at issue, which is that Fodor is explicit that there is no single physical kind that characterizes all instances of his human Ss.
5 A Dilemma for Fodor
Given the points just made, the challenge facing Fodor can be put in the form of a simple dilemma.  If the realizations of human S1 and S2 are genuinely variable and don’t form kinds, then doesn’t this immediately imply that the empirical generalization S1 -> S2 won’t be a law, but rather a collection of heterogeneous processes?  Alternatively, if the realizations of S1 and S2 do form kinds, doesn’t this mean that P1 v P2 v P3 . . . -> P1* v P2* v P3*. . . will be a genuine law that constitutes a traditional reduction of S1 -> S2?  (Cf Kim 1992.)
Fodor responds to this putative dilemma in his splendidly-named ‘Special Sciences: Still Autonomous After All These Years’ (1997).  He argues that the dilemma begs the question.  True, he allows, human categories aren’t identical to physical kinds, and so any generalizations involving them won’t be physical laws.  But that’s not decisive, he insists.  For it is still possible that these categories constitute human kinds, in virtue of entering into sui generis human laws.  Fodor takes it to be a datum that psychology, economics and the other human sciences contain genuine laws covering categories that can’t be type-reduced to physics.  Given this, he concludes that the categories of such sciences are kinds all right, in virtue of entering into these human laws.  From this perspective, the brussels sprouts example is misleading:  it appeals to our intuitive knowledge that there is no real law in the case and that reheated brussels sprouts is thus not a medical kind.  By contrast, Fodor suggests, in areas where there are real laws covering physically heterogeneous categories, like psychology and economics, we have every reason to ascribe kindhood to those variably realized categories.   
At first pass, this response may seem reasonable enough.  There is no immediate reason why the only laws of nature should be physical laws.  After all, it is clearly consistent with supervenience physicalism that there should be a finite few cases in which, say, eating reheated brussels sprouts lead to inflamed knees via disparate physical processes.  So can scarcely be any outright contradiction in supposing that such a variably realized pattern should be repeated indefinitely.
However, note that human categories don’t just enter into laws connecting them with other human categories.  They are also systematically related to physical categories.  For example, a drought in cocoa-producing areas will raise the price of chocolate.  Economic growth without environmental regulation will lead to an increase in atmospheric CO2.  And so on. (Indeed this kind of interaction was implicit in our original rationale for physicalism:  it was precisely in order to explain how human facts can influence the material world that we needed to credit them with a physical nature in the first place.  Papineau 2002 ch 1.)

But this now reinstates the dilemma once more.  If human categories are going to feature in physical laws, then doesn’t this mean that the disjunction of their physical realizations will itself need to be a physical kind?  If physical kinds are just those categories that feature in physical laws, then it follows that the human categories that feature in physical laws must be type-identical with physical kinds after all.

We can make the point graphic by considering situations where a supposedly variably realized category has some uniform physical cause and physical effect.  For example, if someone ingests alcohol, this will engender inebriation, and this will lead to slower reactions.  But now suppose, for the sake of the argument, that the category of inebriation is not physically reducible.  Then there will be quite different physical processes mediating between the initial physical cause and the final physical effect.  What then ensures that all these different intermediary processes converge on the same final effect?  It is not as if the inebriation can exert some independent causal influence to bring this about—that would require interactive dualism and ‘causal gaps’ in the physical realm.  Rather, the causal influence of the inebriation in each instance is exhausted by the causal influence of its physical realization.  But then we seem to be left with a mystery.  We are supposing that the initial cause, ingesting alcohol, generates a divergent range of intermediary neurological effects.  But why then should these inexplicably converge on the same physical result, the slower reaction times?  
6 Methodological Consequences
Over the last four sections I have been arguing, contra Fodor, that any laws in the human sciences must be reducible to physical laws.  Let us suppose for the moment that I am right about this.  Does it matter?

One reason why it might be thought to matter is that it would undermine the independent authority of the human sciences.  Fodor’s terminology of ‘autonomy’ suggests that the human sciences will be threatened as independent academic disciplines if their categories are reducible to those of physics.  The worry is that type-reduction would mean that any human laws would simply be special cases of the physical laws that reduce them, and the human sciences therefore little more than sub-departments of physics.
Still, is this a serious worry?  There is of course a sense in which the reducibility of some human science means that it is not independent of physics—in principle its laws will follow from physical laws.  But this in-principle possibility need have no practical implications.  For the in-principle derivability may be practically unfeasible, in which case the reducibility of the human science will make no methodological difference to its practitioners.  They will still proceed to investigate the relevant special laws using direct empirical evidence.  This is surely how it goes in many science departments.  Nobody doubts, I take it, that chemical, meteorological or geological laws have uniform physical explanations.  But at the same time nobody tries to derive these laws from basic physics, at least once we are dealing with systems more complex than the hydrogen atom.  Instead special scientists investigate the relevant complex systems directly, using observation and experiment to ascertain the laws they obey—which is why we have separate chemistry, meteorology and geology departments in universities.  By the same coin, a purely in-principle requirement of reducibility to physics would seem to leave plenty of room for human sciences that in practice owe nothing to physical theory. 
However, a rather different methodological worry can also be occasioned by a requirement of in-principle reducibility to physics.  This isn’t Fodor’s worry that the human sciences won’t be able to call their laws their own, if they are reducible to physical laws.  Rather it is the converse worry that the human sciences won’t have any laws in the first place, if human laws need to be reducible to physical laws.
To understand this threat more fully, it is helpful to see Fodor as making two claims.  First, the categories of the human sciences are variably realized at the physical level.  Second, even though physicalism is true, this variable realization doesn’t preclude serious laws in the human sciences.  I have disputed the second claim, arguing that that variable realization is indeed incompatible with human laws.  But I haven’t queried the first premise.  And this may well stand on its own.  Even if we disagree with the rest of Fodor’s position, it can seem plausible that the categories used in the human sciences are variably realized at the physical level.  But now put this together with my claim that variable realization is incompatible with human laws.  It will follow that there are no human laws. 
Why should we suppose that the categories of the human sciences are variably realized at the physical level?  The standard argument is that such categories are normally functional types, constituted by a structure of causes and effects
, and that different physical states will fill this causal role in different instances.  Thus people who share the belief that Britain is an island, say, will all have some internal state that is derived from relevant information and will cause appropriate behaviour—but there is no reason to suppose that the same physical state will carry this information in all those individuals.  Again, to take Fodor’s example, something counts as money if it plays a certain economic role—but this doesn’t require that all examples of money have a common physical nature.

Some thinkers will be unperturbed at the suggestion that there are no laws in the human sciences.  After all, a whole tradition holds that the ‘geisteswissenschaften’ are distinguished from the natural sciences in just this way:  where the natural sciences seek to explain events by bringing them under empirical laws, the geisteswissenschaften do not deal in laws but yield understanding by discerning the meaning of actions.  However, it would be premature to conclude at this stage that the advocates of verstehen over erklären have been vindicated.  

For one thing, the above argument against the possibility of human laws is by no means conclusive.  Let us formulate this argument explicitly.

Premise  (I) The categories of the human sciences are variably realized.  
Premise (II) Physicalism implies that all laws must be reducible to physical laws.  
Conclusion (III) There are no laws in the human sciences.
If the two premises are given, then it will indeed follow that there are no human laws.  However, neither of the premises is incontrovertible.  As we shall see below, both of them are subject to important qualifications, and these qualifications will mean that there is room for laws in the human sciences after all.

Moreover, there are of course more immediate grounds for thinking that the above argument against human laws must be too strong—namely, that the human sciences can offer many plausible examples of actual laws.  If the above argument were sound, it would not only rule out strict exceptionless laws in the human sciences, but any kind of systematic correlation.  (As I pointed out earlier, any kind of positive correlation between brussels sprouts and inflamed knees, and not only a perfect association, would seem to call for a uniform physical explanation.)  And it is very hard to deny that the human sciences can sometimes give us systematic correlations.  Psychologists, economists, sociologists and political scientists will all have their favourite examples.  To take just one that has already featured in this paper, what about Gresham’s Law and the tendency for good money to drive out bad?
It will be worth pausing here to say a bit more about this particular example, as this will help to distinguish the two different ways in which the above argument against human laws can be evaded.  At first sight it might seem as if Gresham’s Law is a counterexample to premise (II):  isn’t it a clear case of a human law that is variably realized at the physical level and so cannot be reduced to a physical law?  However, this would be too quick.  As we shall see below, there are indeed cases of genuine human laws that are variably realized and so contra-exemplify premise (II).  But it is doubtful that Gresham’s Law is itself such a counter-example.  
I am not here querying whether Gresham’s Law is a genuine law.  Rather, I doubt that it is variably realized.  That is, maybe Gresham’s Law violates premise (I) rather than (II).  At first sight this might seem an odd suggestion.  Fodor takes it to be obvious that Gresham’s Law is variably realized at the physical level, on the grounds that money can have quite different kinds of physical embodiment.  But this is a relatively superficial feature of the example.  For note that even so there is a uniform psychological reduction of the category of money:  X is money if and only if the population in question expects to be able to exchange X for goods and services.  Moreover, this kind of psychological reduction allows an obvious uniform explanation of Gresham’s Law in terms of the psychological principles of decision theory:  people would rather hold on to the form of currency about which they have higher such expectations.  From this perspective, the variable physical make-up of different forms of money becomes a superfluous detail that can be ignored in the psychological explanation of Gresham’s Law.  True, this is only gives us a uniform reduction of Gresham’s Law to psychological decision theory, and not yet to physical theory.  Still, as we shall see below, there is reason to suppose that the relevant parts of human psychology will themselves have a uniform physical explanation.  If this is right, then Gresham’s Law will in principle be reducible to physics, thus undermining premise (I) above, rather than a variably realized counterexample to (II), of the kind Fodor has in mind. 
7 Selectional Laws
In section 9 I shall come back to Gresham’s Law and the idea that some human laws may be in principle reducible to physics.  But first let me explore the other way in which the argument against human laws might break down.  Even if Gresham’s Law is not a good example, there are other cases of genuine laws that are variably realized at the physical level and so do violate premise (II).
As a number of writers have observed (Block 1997, Macdonald 1992, Papineau 1985 1992) one possible way in which variably realized laws might arise is as the result of selection processes.  Consider this example.  In all electrical hot water heaters, the current is switched off at some temperature below boiling point.  But when we look at the physical process that mediates between the high temperature and the switching off, we find that it is different in each case.  Each heater contains a thermostat, but there are many different kinds of thermostat, each using different physical components in different combinations (including bi-metallic strips, expansion gases, mercury bulbs, and thermocouples).

Given this, we can imagine someone asking why so many different physical processes should all lead to the same effect—namely breaking the circuit.  If there is no uniform physical explanation for this commonality, is it not a mystery that all the divergent effects of temperature increases should converge on this single effect?

But here of course there is an obvious answer.  All these different physical processes were designed to produce the same effect.  The people who construct heating systems make sure they contain a thermostat.  They want a device that will shut of the current when the temperature gets too high, and any of the different thermostats on the market will serve for this purpose.  That’s why we can have a genuine law with physical antecedent and consequent even though the intermediate process is variably realized.  Designers want the antecedent to produce the consequent and there are different ways of achieving this.

I have illustrated the point with an example of human design, but the point generalizes.  There are other selection processes in nature apart from conscious design by intelligent agents, such as the intergenerational selection of genes, or the selection of cognitive and behavioural elements in the course of individual and social learning.  These selection processes can also give rise to variably realized laws.

Take the paradigm of a putatively variably realized category—cross-species pain.  It is widely supposed that pain is variably physically realized across different life forms:  pain involves quite different physical processes in octopuses and humans, say.  Yet the category of pain nevertheless enters into cross-species laws mediating between physical causes and effects, such as the law that bodily damage gives rise to pain and the law that pain in turn leads to avoidance of the source of the damage.  Here too there would be an obvious answer if someone asked why all the disparate physical processes caused by bodily damage have the same effect.  Natural selection favours organisms that have some mechanism that mediates between bodily damage and the avoidance thereof.  It doesn’t care too much about how this is done.  Or, to speak less metaphorically, natural selection will foster any mechanism that plays the pain role within a given species.  This is why pain mechanisms can be different across different species, yet all underpin the same damage-avoidance law.
Here is another example.  Animals who maintain individual territories will respond to the presence of conspecifics with some territorial display that makes the invaders retreat.  Here there is a regular antecedent-consequent pattern—invasion followed by retreat—but the displays that play the intermediary role on this pattern will vary widely from species to species.  But once more the explanation is clear enough—natural selection will encourage any display that plays this role, even if it is different from species to species. 
We can expect something similar in the human realm.  Grown-up human beings respond to untied shoelaces by tying them.  Yet they have different ways of doing this, whose only common feature is that they get the shoelaces tied.  How come all these different responses to untied shoelaces produce the same effect?  Again the answer is obvious enough.  Humans learn in large part by trial and error.  If they light by chance on some behaviour that produces a successful result, then they will persist in this behaviour.  That’s why different humans end up with different ways of tying shoelaces.  Learning ensures that they will find some way of doing the job, but doesn’t mind how exactly they do it. 
Many other examples offer themselves.  Most mature humans will have some way of recognizing and thinking about common objects (cats, dogs, telephones, bicycles) but there is no reason to suppose they use the same brain states to achieve this.  Most mature humans will have some technique for solving common intellectual problems (numerical addition, planning tomorrow’s activities, balancing their budgets) but these will vary across individuals.  Most mature humans will have some way of putting others at ease, but they won’t all do this the same way.  And in general people with shared ends will generally figure out some way of achieving their common aim, but will light on different means of doing this.  (Cf Millikan 1999.) 
In all these cases, the variability of the means which lead to some given result can be explained by selection processes operating during individual and social development.  Humans and other complex animals are learning machines.  They embody a hierarchy of processes that operate at many different levels to preserve items that produce such-and-such effects.  These items may well be physically different in different individuals, but this won’t matter to the selection mechanisms, provided they produce the reinforcing effects.  So the means by which the effects are produced will be variably realized at the physical level across different individuals.
8 The Limits of Selection
How seriously should we take the kinds of variably realized patterns that can result from common selective pressures?  Do they have the same standing as normal scientific laws?

One possible worry is that selection-based patterns are not precise enough.  After all, pains don’t always lead to avoidance of the source of damage, territorial displays don’t always succeed in repelling invaders, and untied shoelaces don’t always get tied.  These regularities look more like rules of thumb that anything worth dignifying with the name of ‘law’.

I don’t think that this is a decisive reason for downgrading selection-based patterns.  There are surely plenty of sciences in good standing whose laws need to be understood probabilistically or as ceteris paribus claims.  This was why the problem I originally posed for Fodor’s picture was not how variably realized kinds can enter into exceptionless laws, but rather how they can so much as figure in projectible correlations.  And the selection-based patterns from the last section certainly amount to projectible correlations.  They carry information about as-yet unobserved cases, and they support counterfactuals.  (Any damaged animal will respond by avoiding the source of the damage;  if some animal were damaged, it would avoid the source of the damage . . .)  These projectible patterns may be a lot less precise than the fundamental laws of physics, but they still display the characteristic properties that distinguish genuinely projectible patterns from merely accidental regularities. 

However, selection-based patterns might be argued to be deficient in a rather different respect.  The laws that arise from selection processes tend to stand on their own, rather than fitting into networks of interrelated laws.  In this respect they contrast with laws involving paradigm examples of natural kinds, which enter into lots of laws, not just single ones.

For paradigm natural kinds, we can project a wide range of properties.  Thus, chemists can study many properties of gold:  its density, colour, melting point, electrical conductivity, and so on.  And this hinges on the fact that all samples of gold have a uniform physical realization.  It is precisely because all gold has the same atomic structure that there are many different further features that all samples of gold have in common. 
The point isn’t restricted to basic chemical kinds, but applies to any kind with a uniform physical realization.  For example, there are many general truths about chicken-pox:  its gestation period, characteristic symptoms, ease of transmission, susceptibility to various drug treatments, and so on.  Again, it is because of a common structure at the physical level that we are able to assume that all these different features will hold good across different instances of chicken-pox. 
This kind of multiple projectibility will not apply to the variably realized kinds that enter into selection-based patterns.  Take cross-species pain, considered as a category that is variably realized in different species.  This enters into the law that pain leads to damage-avoidance, as this is part of the role for which pain mechanisms are selected.  But there is no reason to expect that the category of pain will enter into any further laws.  Thus there won’t be any cross-species laws about the sensitivity of pain mechanisms to stimuli, their susceptibility to analgesics, or the time it takes pains to abate.  Precisely because the physical basis is different, such things will vary across different species.

The same point applies to other variably realized categories.  There is no cross-species science of territorial behaviour, nor any cross-person science of shoelace-tying or bicycle-recognition.  And this is precisely because these categories are variably realized.  We can say that in general territorial behaviour will tend to repel invaders, but the fact that different species repel invaders in different ways blocks any other generalizations about territorial behaviour as such.  The same goes for shoelace-tying and bicycle-recognition.  We know that all normal people can do these things, but there are no further general facts about the means they adopt, precisely because the means vary across individuals.
We can emphasize the point by comparing variably realized categories with some of their more specific instantiations.  Take human pain, as opposed to cross-species pain.  It seems highly plausible that pain is underpinned by the same physical realization in all humans, even if it is variably realized across species.  (Remember that this doesn’t require that there are no physical differences between individuals’ pain mechanisms—just that there is enough physical commonality to yield uniform physical explanations of patterns involving pain).  Given this uniform realization, it makes perfect sense to investigate the many properties of human pain as such (sensitivity to stimuli, effective analgesics, and so on).  Again, there would seem to be no barrier to a complex of laws about the territorial displays of some particular bird species—goldfinches, say—covering triggers to aggressive behaviour, song patterns, seasonal variation, and many other things.  Here too there are many laws because the physiological basis of the behaviour is presumably constant across goldfinches.  There could even be a range of general truths about a particular individual’s shoelace-tyings or bicycle-recognitions, given that there is likely to be a uniform physical basis for these abilities within any given individual.
Biologists distinguish between analogous and homologous traits.  Analogues are independently derived products of convergent evolution that serve a common purpose, like the wings of insects and birds.  Homologues are traits that share a common descent, even if they now serve divergent functions, like the flippers of seals and the hands of humans.  The last few paragraphs explain why homologous categorizations are standardly taken more seriously by biologists than analogous ones (cf Brigandt and Griffiths 2007).  Analogues do enter into common patterns, but they are once-off selection based patterns.  Both insect and bird wings lead to flight, but beyond that there is not much they have in common, because they have no common underlying physical basis.  Homologues, by contrast, will be physically similar, even if they serve divergent functions, and because of that there will share a wide range of further developmental, structural and other similarities.     

9 Human Sciences

Where does this leave the human sciences like psychology, economics, and political science?  Does the fact that variably realized categories fail to figure in multiple laws impugn the status of these disciplines as sciences?
If these disciplines could uncover no other laws apart from the once-off patterns that arise from selection mechanisms, then they would be sciences in only a weak sense.  They wouldn’t be able to boast the rich patterns of interconnected laws that are characteristic of other sciences.

Still, it is by no means obvious that the human sciences are stuck with this status.  This would be their fate if all the categories that they work with were variably realized at the physical level.  But there is no good reason to assume this.  On the contrary, it seems highly likely the many of the categories that matter to these sciences are uniformly realized at the physical level within humans, even if they are variably realized across other species.

I have already made the point in connection with human pain.  There is every reason to suppose that the pain mechanism is uniformly realized across humans, and that as a result there will be a rich nexus of laws about human pain.  The same applies to many other cognitive abilities.     Sensory mechanisms in general are uniformly realized across humans, which is why there is a substantial set of laws about human perception.  The basic mechanisms that underpin human learning are physically similar across humans, which is why we have wide range of generalizations about humans learning as such.  Again, it seems plausible that the basic mechanisms of reasoning—the processes that govern interactions between learned and other cognitive states—will be uniformly realized in all humans, and that here again we can expect a serious collection of generalizations about human reasoning.

It should not be supposed that that the only attributes that are uniformly realized in humans are those that are genetically determined.  Many of the physically uniform processes that occur in human ontogeny will hinge on interaction with environments as well as on common genetic endowment.  (This may well include interaction with other humans as well as with the physical environment.)  The question at issue is whether the overall developmental process produces a uniform physical structure, not whether this structure is determined by the human genome on its own.

To the extent that human categories are uniformly physically realized, they will function of scientific kinds in a full sense.  There will be a wide range of projectible general truths about various facets of human pain, human vision, and human learning.  Moreover, to the extent that subjects such as economics and sociology formulate generalizations that depend only on the basic structure of human reasoning, rather than on variably realized learned states, we can expect them to deal with complexes of interrelated generalizations too.  It is plausible that many of the principles of economics, political science, and social choice theory will fit this bill.  As with Gresham’s Law, the relevant generalizations will depend on the fact that people value certain things to certain degrees, and that they have certain expectations, but will be independent of what exactly it is that they value, be they cowrie shells or silver coins. 
Still, the human sciences often aim to go beyond matters that are uniformly realized within humans.  They don’t just study the upshots of sensory and other basic cognitive mechanisms.  They also aim to generalize about the varied products of these mechanisms, including the many different things that people learn about.

For instance, sociologists will generalize about the way that dispersed empires keep bureaucratic records, political theorists about the way that democracies avoid famines, social psychologists about the way that people recognize and defer to authority.  And here things will work differently.  The patterns observed in such cases will not be the manifestation of common physical structures, but of similar selective pressures operating in different contexts.  The humans involved will have been shaped to achieve the same results, but they will often have different ways of doing so.  There are different ways of keeping bureaucratic records, of avoiding famines, of identifying people who wield authority, and so on.  And this will limit the range of general truths we can expect to find in such cases.  We might be confident that certain categories of people will all have some way of achieving some end, but there will characteristically be little to say about the many idiosyncratic ways in which they achieve this.

Does all this mean that the human sciences are not really sciences in the full sense?  I don’t think that this is a particularly fruitful question to press.  As we have seen, the subject matter of the human sciences contains both physically uniform cognitive mechanisms and variably realized selectional categories.  Correspondingly, some human kinds will enter into a thick nexus of projectible laws and others into a few thin selection-based laws.  Once we are aware of this, there seems little point in continuing to ask whether economics as a whole, say, is a ‘science’.  The answer is that it resembles a paradigm science like chemistry in some respects, but not others.  

The more interesting issue is to figure out how much of the human sciences can be grounded in uniform physical mechanisms and how much depends on common selectional pressures.  I have been writing as if the dividing line is reasonably clear-cut.   But on reflection it is by no means obvious where it lies.  This is because the subject matter of the human sciences is largely constituted by human cognition, and the role of learning and other selective processes in the ontogeny of human cognition is a highly disputed matter.  I would say that this should be a central issue for those thinking about the methodology of the human sciences.  If we want to know about the kind of general truths we can hope to find in the human sciences, it is crucial that we figure out which might rest on uniform physical mechanisms and which are the products of selection.

At first sight, the abstract metaphysics of physicalism may seem unlikely to have any concrete methodological implications for the practitioners of the human sciences.  And it would certainly be a mistake to take the fact that human reality is physically constituted as an argument for trying to infer facts about humans directly from physical theory.  Still, I hope I have done something to show that there other ways in which the metaphysics of physicalism can matter to human scientific practice.  Given any human scientific category, we mightn’t need to know its specific physical make-up, but it can still be very fruitful to ask whether it has such a uniform physical make-up.  In some cases, as with human pain, we can be confident that there is a uniform physical reduction, and therefore that it is sensible to seek a nexus of interconnected laws about human pain.  In other cases, as with avoiding famines, it will be clear that these isn’t any such uniform physical realization, and that any generalizations will at best be of the thin selection-based variety.  Either way, judgements about the physical reducibility of human kinds can be a crucial guide to the prospects for further research.
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�  Much of the material in this essay is also in my ‘Can Any Sciences be Special?’ in Macdonald, C. and Macdonald, G. eds Emergence forthcoming.  Thanks are due to the editors of this volume and to Oxford University Press for permission to reproduce this material. 


� Note that this functionalist view of the nature of human states is different from the ‘analytic functionalist’ view discussed earlier about the definition of terms for human states.  The two views are quite independent of each other. 


� Some philosophers explicate ‘innate’ as ‘a product of normal development that is not due to learning’ (Samuels 2002).  If we assume that the products of learning are generally not uniformly physically realized, for reasons indicated in previous sections, then anything that is physically uniform across humans will need to be ‘innate’ in the suggested sense, since not due to learning.  However, it is highly controversial whether ‘due to normal develpment but not learning’ is a legitimate reading of ‘innate’ (Mameli and Papineau 2006).  
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