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Teleosemantics: the Programme, Prospects and Problems.

1. Naturalism
The programme that has come to be known as ‘teleosemantics’ aims to offer a naturalistic account of mental representation.  That is, it aims to show how the representational powers of mental states fit into the world revealed by the natural sciences.  It is distinguished from other naturalistic approaches to mental representation by its reliance on a  notion of function that plays a  prominent a role in biology:  thus it explains the truth conditions of belief-like states, say, or the satisfaction conditions of desire-like states, in terms of the biological functions of these states.  In the next section we shall give fuller details of the ways in which teleosemanticists have used the notion of function to explain representation.  But first it is worth considering exactly how teleosemantics might contribute to the general project of naturalization.     

The notion of ‘naturalism’ is much contested.  The requirement that we should only credit those facts that are recognized by the ‘natural sciences’ has little bite in the absence of some substantial specification of what qualifies a domain of investigation as a ‘natural science’.  For many contemporary philosophers, the real significance of naturalism lies in the need explain what role, if any, mental and other prima facie non-physical phenomena play in the physical world.  The rationale for this emphasis is that physics, unlike other natural sciences, seems to be causally complete:  physical effects always have physical causes, if they have causes at all.  This means that any facts that are capable of producing physical effects cannot be ontologically supplementary to the physical realm, otherwise there would be an absurd proliferation of causal overdetermination.  For example, since mental facts often have physical effects in the form of bodily movements and consequent impacts on the wider world, this argues that they cannot themselves lie outside the physical realm, for if they did then the bodily movements and so on would have non-physical causes as well as physical ones.

Still, the doctrine that the mental realm cannot be outside the physical realm is less straightforward than it seems.  For one thing, it is unclear how ‘physical’ is to be understood in this context.  As Carl Hempel pointed out some decades ago (Hempel, 1969), our present best physical theory is likely to be overtaken in the future by a better theory, which argues that we would be wrong to constrain our naturalizing ambitions by our present understanding of the physical.  On the other hand, the constraint that our ontology must respect some future physical theory seems no constraint at all, given our ignorance of that future theory.  So any attempt properly to articulate the idea that the mental cannot be separate from the ‘physical’ threatens to make this doctrine either overly restrictive or quite empty.

It seems to us that this challenge can be satisfactorily answered.  The recent literature contains a number of alternative suggestions for defining ‘physical’ in a way which leaves physicalism both plausible and contentful (for a brief survey of the options, see Jackson, 1998, pp. 6-9).

However, even given such a definition of ‘physical’, there is another familiar respect in which physicalism about the mental needs further elucidation:  how strictly should we read the requirement that the mental not be ‘ontologically supplementary’ to the physical realm, as we put it above?  Few naturalists would want to subscribe to ‘type physicalism’, in the sense of requiring each respectable mental property to be strictly identical with some property describable in the language of physics.  Rather, ontological indistinctness from the physical is widely by physicalists agreed to require only that mental properties should supervene on physical facts, in the sense that they are metaphysically determined by the physical facts.  But now this threatens to remove the teeth from naturalism once more.  Supervenience on the physical is not a strong requirement:  for example, moral properties are generally supposed to supervene on physical properties, even by philosophers who would strongly resist the idea that moral facts can somehow be investigated by the methods of the natural sciences.

Still, the demands of supervenience are not empty.  If you hold that certain properties, while not type identical to physical properties, are nevertheless metaphysically supervenient on them, then surely you owe some explanation of why this should be so.  What is it about mental properties, say—or indeed moral properties—that makes it the case that a mental or moral difference must be due to a physical difference?  A satisfactory answer need not type identify mental or moral properties with physical properties, but it will need to give some account of the nature of these properties that will explain why their instances should be metaphysically fixed by the physical facts.

The view that representational facts are functional facts can be seen as an answer to this challenge.  The concept of function that is used in biology is itself a contested notion. In fact, it is likely that there is no ‘one’ notion of function employed in biology.   We shall consider some alternative analyses of ‘function’ below.  But, on any account, two things are clear.  First, functional properties are a paradigm of properties that are not type-reducible to physical properties.  There is no strictly physical property that is necessary and sufficient for being a wing, say.  All it takes for something to be a wing is that it have the function of enabling flight:  beyond this there is no limit to the physical variety of different kinds of wing.  And the same goes for other familiar functional categories in biology, like being a stomach, or a heart, or an eye.  Second, despite this lack of type-reducibility, it is clear that the functional facts are metaphysically determined by the physical facts.  Two items could not possibly have all the same physical features (including their physical histories and environments) yet not have the same functional features.  Once the (wide) physical properties of something are given, then its functional nature is fixed.  (Different analyses of biological function will explain this supervenience on the physical in different ways, but all will agree that the functional facts do supervene on the physical facts.)

So an analysis of representational facts as functional facts will imply that representational properties are not type identical to physical properties, yet at the same time will explain why representational facts must supervene on the physical facts and thus be naturalistically acceptable. 

Even if teleosemantics does not type-reduce representational properties to physical properties, for the reasons just explained, it may reduce them to biological properties.  (Thus Ruth Millikan, the most prominent of teleosemanticists, entitled her first book Language Thought and Other Biological Categories, 1984.)  In defence of this biologically reductionist view, it can be observed that teleosemantics aims to offer an explicit account of representational properties by appealing to a notion of function that is used in biological theorizing.  On the other hand, it is unclear whether the facts to which teleosemanticists reduce representational properties should really qualify as biological facts, given that they standardly involve cognitive mechanisms that would normally be counted as in the realm of psychology rather than biology.  In the end, we do not think that much hangs on whether we think of teleosemantics a type-reduction to biological properties.  The more important point is that teleosemantics offers a naturalistically acceptable explanation of representation, whether or not we also count this as a biological reduction. 

2. The Teleosemantic Programme
In this section we will explain the basic strategy of teleosemantics and give some indication of the different ways this strategy has been developed by different theorists.   The simplest way to introduce the teleosemantic programme is to contrast it with an alternative naturalistic approach to mental representation, namely, causal or indicator semantics.  On the latter view, the content of a belief-like cognitive state is that condition that typically causes the state, and which the state therefore indicates (Stampe, 1977, Dretske, 1981).  The standard objection to this causal approach is that it has trouble explaining misrepresentation.  Misrepresentation by a belief-like state occurs when the state is tokened, but its truth condition is not.  However, if the state’s truth condition is simply the range of circumstances that cause the state to be tokened, then it is unclear how the state can be tokened and yet its truth condition not obtain.  Take a state that intuitively represents the presence of a snake.  Such a state will often be caused, not by real snakes, but also by glimpses of slithery animals, toy snakes, and so on.  The problem for the causal theory is that it has no obvious way of excluding these misleading extra causes from this state’s truth condition.  So the causal theory seems to end up implying, absurdly, that all tokenings of this belief-like state are true.

The teleosemantic approach, by contrast, explains the content of a belief-like state, not in terms of its typical causes, but in terms of how it is biologically designed to function.  The snake-registering state will be designed to prompt behaviour that is advantageous specifically in the presence of real snakes, and not in the presence of harmless slithery animals, or toy snakes.  So the truth condition of the state is specifically snake, and accordingly it will misrepresent the environment when it is prompted by other causes.

Let us spell this out in a little more detail, using some notions introduced by Ruth Millikan (1984, 1993).  She distinguishes the mechanisms that produce mental representations from those that consume them.  The producing mechanisms will be the sensory and other cerebral mechanisms that give rise to cognitive representations.  The consumer mechanisms will be those that use these representations to direct behaviour in pursuit of some biological end.  Now, biological functions are in the first instance always a matter of effects:  a trait’s function is that effect it is supposed to produce.  So the function of a mental representation will lie in the way it contributes to the biological end of the mechanism that consumes it.  More specifically, its function will be to enable the consumer mechanism to achieve its end by gearing behaviour to circumstances.  Given this, we can think of the representation’s truth condition as the circumstance that enables it to fulfil this function—that is, the circumstance in which the behaviour it prompts is designed to produce the consumer mechanism’s end.  For example, if we think of the snake-representation above as being consumed by a mechanism whose function is to avoid snake bites, then the representation’s truth condition will be snake, rather than harmless look-alikes, since the snake-avoidance behaviour has been designed to have a positive result specifically when a real snake is present.   

Viewed in this way, teleosemantics has close affinities with the ‘success-semantics’ analysis of content within the context of everyday belief-desire psychology (Whyte, 1990, 1991). According to success-semantics, the truth condition of a given belief is that circumstance which will ensure the satisfaction of whichever desire combines with the belief to prompt action.  (More intuitively, what shows that you believe p is that you choose behaviour that will satisfy your desires if p.  What shows you believe a snake is present is that you act in way that is sensible if a snake is present.)

To see success-semantics as a special case of Millikan’s version of teleosemantics, we need only equate the consumer mechanism for a belief with the decision-making processes that use that belief to select behaviour that will satisfy your currently active desires.  Given this, the association of a success condition with a belief can be viewed as one example of the way Millikan’s analysis fixes the content of any belief-like representation as that circumstance under which a consumer mechanism guided by that belief will achieve its end. 

Not everybody views success semantics this way.  Most philosophers who have developed success semantics view it, not as an aspect of teleosemantics, but as an alternative to it.  And certainly there is no immediate appeal to biological function in the idea of a circumstance that ensures the satisfaction of the desire that combines with some belief to prompt action.  On the other hand, the success semantics programme is in one sense obviously incomplete as an explanation of mental representation:  it explains truth conditions for beliefs in terms of satisfaction condition for desires.  A full account of mental representation needs to set the assumptions of success semantics in a wider context, so as to yield an explanation of desire satisfaction as well.  And one obvious option here is to appeal to the notion of biological function, and say that the satisfaction condition of a desire is that result which the desire has the biological function of producing.

The resulting combination of success semantics and teleosemantics has been developed in some detail by David Papineau (1984, 1993).  This kind of approach is ‘top-down’—it starts with the kind of complex cognitive structure assumed by everyday belief-desire psychology—by contrast with Millikan’s ‘bottom-up’ approach—which begins with primitive biological representations of danger and food in simple non-human animals.  In favour of Millikan’s strategy, there is the obvious advantage of more general applicability, and moreover her approach avoids the danger that everyday belief-psychology may offer a misleading picture of actual human cognitive structure.  On the other hand, a full account of mental representation will need to cover human cognition too, and Papineau’s approach offers one possible account of this.  In the end, perhaps the two approaches are best thought of as complementary rather than competing.

Rather than trying to adjudicate between these alternatives, let us focus instead on one feature they have in common, and which differentiates them strikingly from causal or indicator semantics, and indeed from nearly all traditional philosophical analyses of content.  Note that, on either account, the processes giving rise to representations (the producing mechanisms) play no particular role in the above analysis of content.  On traditional approaches, by contrast, the content of a representation is taken to be some kind of function of the conditions that give rise to the representation, or correctly give rise to it, or verify it, or some such.  These approaches thus make it relatively difficult, so to speak, for a representation to be false.  (Of course, they aim to avoid the charge, leveled at indicator semantics above, that they make falsity impossible; but, even so, their general tenor is to make falsity unusual.)  By contrast, the teleosemantic approach as explained above dissociates the determination of content from input conditions, and correspondingly makes it very easy for representations to be false.  On the teleosemantic approach, content depends on how consumer mechanisms interpret representations.  It depends on the behavioural output, not the informational input.  The content is that condition under which the resulting behaviour would be appropriate, whether or not the actual circumstances that caused the representation are of that type.

Take the snake representation again.  This is a snake representation because it makes you behave in a way appropriate to snakes, given your biological ends.  And this will remain the case even if you are pretty bad at recognizing snakes.  The production mechanism for this representation may be triggered by toy snakes, by other slithery animals, indeed by the slightest hint of a slither, yet the representation will still stand for snake, if it is specifically snake-appropriate behaviour that it prompts.

True, given that this representation has the content snake, in virtue of this being the condition under which it has functional effects, its producing mechanism will derivatively have the function of producing this representation only when it is true, that is, when snakes are present.  Still, the fact that this mechanism has this function by no means implies that it will achieve it particularly often.  To cite an oft-repeated example, sperm have the function of fertilizing ova, but only one in a zillion actually does this.  Provided the pay-off from success sufficiently outweighs the costs of failure, biological mechanisms can have functions that they fail to achieve far more often than not.  Indeed there are good reasons why we should expect a snake representation production mechanism to have just this structure:  the pay-off from success (avoiding a real danger of snake bite) so far outweighs the costs of representing falsely (needless evasive action) that it makes biological sense to err on the side of caution, and produce the representation in response to even the most fallible signs of snakes.      

So teleosemantics, as so far outlined, stands diametrically opposed to the kind of input-based causal or verificationist theories that imply that false representations are atypical.  Given the frequency with which false representations are in fact found, this would seem to count in favour of the teleosemantic approach.  However, not all thinkers within the teleosemantic camp regard its commitment to output-based content as an unalloyed advantage.  Consider the following well-known thought-experiment devised by Paul Pietroski (1992), and discussed by a number of contributors to this volume.  The kimu are simple creatures, with very limited sensory abilities, whose only enemies are the snorf, who hunt them every day at dawn.  A mutation endows one of them with a disposition to sense and approach red things.  This disposition is a biological advantage to its possessors, since it leads them to climb a nearby hill every dawn, the better to observe the red sunrise, and means that they thereby avoid the marauding snorf, who do not climb hills.  As a result, the disposition spreads through the kimu population.

Now, consider the state a kimu gets into when it is stimulated by something red.  It seems natural to credit this state with the content red.  But an output-based teleosemantics argues differently.  Nothing good happens to the kimu just because they approach something red.  Most of their red-approaching behaviour is just a waste of time.  It is only when this behaviour takes them away from the dangerous snorf that it yields any biological advantage.  So an output-based teleosemantics will deem the state in question to represent snorf-free, or predator-free, or some such. 

 This strikes many as strongly counter-intuitive, especially when it is further specified that the kimu cannot tell a snorf from a sausage, and would be perfectly happy to approach any snorf who happened to colour themselves red.  Whatever the other virtues of teleosemantics, it seems wrong for it to conclude that the kimu’s state signifies snorf-free, rather than simply red.  After all, by hypothesis the kimu’s senses are tracking the presence or absence or redness, not the presence or absence of snorf.

There are alternative versions of teleosemantics that promises to analyse cases like these differently.  These alternatives place more emphasis on the processes that produce representations than the purely output-based kind of teleosemantics described so far.  For example, Fred Dretske builds his version of teleosemantics on a prior notion of indication (1988, 1995).  Dretske first specifies that a type of state F indicates a type of state G just in case Fs never occurs in relevant environments in the absence of Gs.  In this sense, we can expect the products of sensory mechanisms to indicate the stimuli that trigger those outputs, independently of any biological advantages that may then ensue (and thus we can expect the kimu states to indicate redness rather than snorf-freeness).  Of course, indication in itself does not amount to semantic representation, for the kind of reasons given earlier:  if the indicated condition is always present when the indicator is, as the definition of indication requires, then the possibility of misrepresentation has not yet been explained.  So Dretske specifies that true representation occurs only when F in addition has the function of indicating G—for example, the states of the visual system have the function of indicating features of the nearby environment.  Since items with biological functions can sometimes fail to perform these functions, so F can on occasion fail to indicate G—this will happen when F is tokened in environments other than those where it has the function of being a sure-fire indicator of G.

Dretske’s specific theory assumes a very strong notion of indication—Fs never occur in relevant environments without Gs—and this generates particular problems for his approach (see McLaughlin ed., 1991).  Other philosophers have focused on weaker notions of ‘indication’, requiring only that Fs be correlated with Gs, not that they are sure-fire signs of Gs, while still following Dretske’s suggestion that representation should be explained as a matter of states having the function of indicating something, rather the function of guiding behaviour towards some end.  (Cf. Neander, 1995, this volume.)

However, whatever notions of indication they use, all such ‘input-based’ versions of teleosemantics face difficulties in explaining which correlations between Fs and Gs count for representational purposes.  There will be many different kinds of Gs that any given type F is correlated with (even if we require, with Dretske, that the correlation be perfect over certain environments):  a given cortical sensory state, for instance, will co-vary with kinds of surface stimulations of the sensory organs, and with intervening neural activations, as well as with a range of different distal external causes, such as slithery appearances, actual snakes, forked tongues, and so on.  True, all versions of teleosemantics, including output-based ones, have some difficulty in explaining how representations can be directed at some specific option from such a range of alternatives (cf. Fodor, 1990).  However, output-based theories can at least rule out candidate contents that do not ensure that advantageous consequences will follow from resulting behaviour (such as slithery appearances, as opposed to actual snakes).  But input-based theories cannot appeal to this resource, given that they aim to explain representational relations without attending to behavioural consequences, and so face greater problems in dealing with the threat of representational indeterminacy.  

What about the counter-intuitive consequences that Pietroski’s kimu thought-experiment seems to foist on output-based versions of teleosemantics?  Perhaps there is room for output-based teleosemantic theories to argue that these intuitions depend on reading more into Pietroski’s scenario than is justified by his description.  Pietroski says that the kimu evolve some state that is triggered by redness and which has the advantage of keeping them away from the snorf.  Given this specification, it is hard to stop ourselves thinking of the kimu as having some general-purpose visual system which gathers items of visual information which might then be used to inform an open-ended range of behavioural projects directed at different possible ends (such as avoiding blood, or finding post-boxes, or indeed wanting to see red things).  However, this extra structure in fact takes us significantly beyond what Pietroski’s description actually requires, and it is open to output-based teleosemanticists to argue that their theory is quite able to explain why an organism with all this extra structure would be representing redness rather than snorf-freeness:  if the organism’s visual states inform a range of different behaviours directed at different ends, then the content of any such state needs to be fixed as some condition that assists in the achievement of all those ends, and this may well come out as redness.  On the other hand, if we do stick to a minimal understanding of the snorf, as having only a special-purpose visual sensitivity that brings no advantage except snorf-avoidance, then it’s not so clear that there is anything wrong with the output-based reading of their states as representing snorf-freeness:  after all, if these states never do anything except trigger simple avoidance behaviour, it seems natural enough to read them as representing the danger they are designed to avoid. 

3. Functions

All teleosemanticists seek to analyse content in terms of biological function.  But as yet we have said nothing explicit about the notion of biological function itself.  In fact, this notion is much disputed.  The two main contenders are the ‘historical-etiological’ view, and the ‘systems’ view that is analysed and defended by Robert Cummins.  As it happens, the former is favoured by most teleosemanticists.  But there is no necessary tie here, and in principle one could combine a teleosemantic approach to representation with a systems view of teleology. 

The systems account of functions focuses on complexity and aims to understand the complex functioning of biological and other systems in terms of the working of their parts (Cummins, 1975, 2002, see also Millikan 2002).  Many complex systems can be thought of a goal-directed, and in such cases the systems account of function offers one way of understanding how biologists are able to explain traits by citing their effects:  on the systems account, such ‘functional explanations’ show how a part of a system contributes to the system’s production of some goal.

Cummins distinguishes explanation of changes, which answer the question ‘what caused system S to acquire property P?’ from explanations of properties, which tell us ‘what it is for system S to instantiate property P’.   Property explanations can be given by constructing an analysis which details the properties of S's components and their organisation.  For example, the kinetic theory of gases explains what it is for a gas to have temperature via an account of the properties of the molecules contained within the gas.  Cummins calls the analysis of such a system ‘compositional analysis’.  He distinguishes ‘functional analysis’ as the analysis of dispositional properties, like the ability to see, or digest, or locomote.  So for Cummins the ascription of a function to some part of a system specfies how the part has some capacity that helps the system to achieve some result.  In biology, organisms are analysed into a number of systems (such as the digestive system, the circulatory system, and so on) with each system having a particular task to perform.  How these tasks get performed is in turn explained by functional analysis, such an analysis citing the capacities of parts of these systems, these capacities being the functions of the parts.  It will be a constraint on such analyses that the properties of the parts of the system be less sophisticated, less complex, than the property of the system being analysed.

By its nature, functional analysis is most fruitfully applied to complex systems whose behavior is produced by the co-ordinated action of simpler but well-organised parts.  It is unsurprising, then, that the paradigms of systems suitable for functional analysis are those that have been designed to operate via the relevant interdependence of the parts.  There is nothing in the systems account of functions, however, that restricts it only to designed systems:  in principle any complex system can be subject to a systems-style functional analysis, including such non-designed systems as the terrestrial weather system or the Milky Way galaxy.

The historical-etiological account of function, by contrast, explicitly restricts attribution of functions to traits that have in some sense been designed to produce the effect cited as the function.   On this account of function, functions are the upshot of prior processes of selection.  A trait has a function if it has been designed by some process of selection to produce some effect.  In the central cases, where the traits in question are biological adaptations, the selection process will be non-intentional natural selection.  An effect of a trait counts as its function if the trait has a certain history:  in the past possession of that trait produced the relevant effect, which in turn had the consequence facilitating the reproduction of items with that trait.  In such cases, it is natural to adopt teleological terminology, and say that, in the normal case, the trait exists because of an effect the trait can produce, or in order to fulfil its function.

Take the streamlined shape shared by a number of large underwater predators—dolphins, blue marlin, great white shark. Here we have a trait (‘streamlinedness’) that serves these predators well, and they have the property, it seems, because it serves them so well (cf. Griffith and Sterelny, 1999, pp. 245-6). The fact that a number of different species that don’t share a common ancestor have this trait suggests that the present members of the different species have the streamlined shape because, in the environment they share, that shape was reproductively more beneficial to their ancestors than lack of it was to their ancestors’ competitors. So, in the environment in which the adaptation arose, the shape has the function of facilitating swift movement, which enables more successful predation. 

Put as briefly and generally as possible, the etiological account says that functionality arises because some individuals in a group acquire novel traits with capacities that are favourable to their ability to reproduce.  Such features are transmitted to their descendants, proliferating within the group in the process.  Those features will then have as their function the exercise of the favourable capacity. 

Perhaps the main reason why teleosemantic theorists prefer the etiological to the systems view of functions is that it offers a strong notion of malfunction, which is something teleosemantics needs to account for mispresentation.  We saw earlier how non-teleological semantic theories like causal and indicator semantics have trouble explaining mispresentation.  (If states ‘represent’ whatever causes them, then how can they ever be tokened falsely?)  Teleosemantics offered to deal with this by distinguishing those circumstances where a representation is ‘supposed’ to be present from other circumstances which may happen to cause it.  In the latter kind of case, the representation is malfunctioning, that is, not doing what it is supposed to.

Clearly, this story needs a robust account of when a trait is doing what it is supposed to do and when it is malfunctioning.  It is not clear that the systems approach can offer such an account.  On the etiological approach, a trait is supposed to do whatever its predecessors did that gave rise to a reproductive advantage, and the trait is malfunctioning when it doesn’t do this.  By contrast, all that the systems account can offer is a statistical criterion:  in most systems of a certain kind this kind of trait does F, so here the trait is malfunctioning in not doing F.  By contrast with the etiological analysis, this statistical systems account seems to lack any normative content:  it doesn’t seem to show that a trait in any sense ought to be doing F;  it just says it isn’t doing F, and so is statistically unusual, but nothing more.

So the historical-etiological approach to functions has the advantage of making the kind of principled distinction that seems necessary for a substantial account of malfunction in general and misrepresentation in particular.  However, in tying themselves to historical-etiological functions for this reason, teleosemanticists might seem to run into a converse difficulty.  As we saw earlier, the systems version attributes functionality to any traits that co-operate to produce distinctive behaviour in complex systems.  By contrast, the historical theory only allows for functions only in systems that have been subject to some process of design.  When it comes to biological systems, including our human selves, the only available designer might seem to be the process of natural selection operating inter-generationally on gene frequencies.  However, if biological functionality always derives in this way from genetic selection, it is surely unlikely that all representation, including such paradigms as human beliefs and desires, can be explained in terms of functions.  After all, most human beliefs and desires are products of ontogeny rather than phylogeny, in the sense that no genes have been selected because they foster those specific beliefs or desires.  So there seems no possibility of explaining the contents of these states in terms of etiological design-based functions.  

Fortunately for the teleosemantic project, the historical account need not restrict functionality to traits that are genetically based in the sense that specific genes have been selected because they give rise to those traits.  There are ways in which biological items can be the products of design even though they have no specific genetic basis in this sense.  In particular, there are two theoretical resources which often go unnoticed in this context.  The first resource, utilized most by Millikan, appeals to a many-layered account of functions. The second resource depends on the idea of non-genetic selection.  These resources greatly expand the range of items which possess etiological design-based functions.

Millikan Functions.  Central to the etiological account is the idea that individuals gain functional traits as a result of being replicated.  Millikan (1984, 1993) offers a highly abstract account of replication.  A simplified version goes like this:  item A is a reproduction of individual B if and only if B has some determinate properties in common with A, and this correlation of properties can be explained by a natural law.  These common properties are the reproductively established properties of B, and the items sharing these properties form reproductively established families (‘refs’).  Genes can form such refs.  Other items that are inherited as a result of genetic replication, such as eyes or hearts, can form higher order refs (horefs).  ‘Direct proper functions’ are etiological functions of traits possessed by items that are members of refs or horefs, where such functions are the result of past selection in those families.

Millikan’s term for etiological functions is ‘proper’ function.  She notes that one kind of proper function is a relational proper function, which is a function to do something only when bearing a certain relation to something else.  Many fish, shrimp and prawns can adjust their colour and pattern to the environment in which they find themselves. One prawn, the Hippolyte, is called the ‘chameleon prawn’ on account of its ability to change its colour from green to red to brown, depending on the colour of the weed it is clinging to. (see Stephenson and Stewart, 1955).  The prawn’s skin-colour mechanism has the relational function of making  its skin-colour match that of its environment, whatever that colour may be.  Given a specific colour to adapt to, the mechanism then acquires an adapted proper function.  So when the prawn is sitting on a brown weed the adapted proper function of the mechanism is to produce brown skin.  Crucial here is that the brown skin may have never been produced before, so it is not a member of a ‘ref’, and the production of this particular colour is not a direct proper function of the skin-colour mechanism or anything else.

One can extend this picture to novel representations within compositional syntactical system.  Consider the famous dance of the bees, which acts as a signal to other bees, ‘telling’ them where to go to find nectar.  This dance is adapted to the location of the nectar, so it has an adapted function.  Again, the dance indicating this specific direction may never have occurred before.  Rather, it owes its functionality to the syntax of a system that has been reproduced because possession of such a system has yielded a reproductive advantage in the past.  (See Millikan’s essay in this volume for further extensions of this approach). 

Non-Genetic Selection.  The first resource enabling extension of the etiological strategy can be called derivative functionality:  devices can have the (direct) function of producing effects that themselves have (derived) functions. The second resource available to the teleosemanticist is non-genetic selection.  

So far we have not paused to analyse the notion of selection.  In fact this notion applies much more broadly than to genetically-based selection.  All it requires is a set of items that that have the characteristics of:

(a) variability in the traits possessed 

(b) selection of items with certain traits 

(c) heritability of traits selected for

Selection cannot take place if there is no initial variation:  the same selection forces operating on a homogeneous population will have no discriminating effect.  When there is variation, items will then be selected for having some trait if that trait interacts with salient features of the environment in such a way that other items without that trait are seen to 'suffer' some loss by contrast.  If these favoured traits are then transmitted to descendants of the items initially having those traits, the proportion of items with these traits will increase.  Whenever these conditions are satisfied, even if no genes are involved, then it can be said that any selected trait is functional, its function being to produce those types of effects that lead to the differential reproduction of items with the trait in question.

There are two different modes of non-genetic selection worth mentioning in this context.  The first operates on normal organisms but involves non-genetic intergenerational inheritance.  Many traits are passed from parents to children by channels other than the sexually transmission of genetic material:  these traits will include the possession of parasites, the products of imprinting mechanisms, and the many cognitive and behavioural traits acquired from parents via social learning.  A number of biological theorists are currently interested in the way in which such non-genetically inherited traits can be naturally selected through the normal Darwinian process of differential reproduction of organisms (Lamb and Jablonka, 1999, West-Eberhardt, 2003, Mameli, 2004).  The mere fact that these traits are transmitted non-genetically does not stop their possession satisfying the three conditions above, with advantageous traits consequently becoming prevalent for the standard reason that their possessors have more offspring and those offspring inherit the traits.

Non-genetically inherited traits that become prevalent in this way will have functions, namely, the effects that favoured them.  It is possible, though this is an area that has yet to be properly explored, that functions of this kind could do much to explain the contents of sophisticated mental representations.  After all, it seems a natural enough thought that certain non-genetically inherited ways of thinking are an advantage to their possessors because they make them sensitive to certain features of the environment.  On the other hand, it remains an open question how many features of human thought are in fact due to differential reproduction of offspring resulting from such advantages.  

The second mode of non-genetic selection is more familiar and perhaps more directly relevant to the teleosemantic project.  This doesn’t involve the differential reproduction of organisms over generations, but the differential reproduction of cognitive or behavioural items themselves during the development of a given individual.  Such ontogenetic selection takes place, for example, when behaviour is moulded by experience during learning.  In such cases we can think of the items selected as having the function of producing those effects in virtue of which they were favoured by the learning mechanism.
This kind of ontogenetic selection has been termed 'vicarious' or 'secondary' selection by Donald Campbell (1974).  Campbell’s thought is that the relevant developmental mechanisms have themselves been selected for by genetically-based natural selection to be non-genetic selectors.  They operate so as to be less severe selectors than death, permitting learning and other adaptational processes to occur. 

Campbell developed an explicit ‘blind-variation-and-selective-retention’ (BVSR) model of learning.  There were three essential aspects to Campbell’s BVSR model: 

(a) mechanism(s) for introducing variation.

(b) consistent selection processes.

(c) mechanism(s) for preserving and/or propagating the selected variants.

As will be clear, Campbell’s requirements for selective learning correspond precisely to the requirements specified earlier for selection in general. 

Campbell thought that BVSR learning mechanisms are found throughout nature.  At the most basic level, for an example, an organism may avoid noxious substances when its chemoreceptors signal that the environment is becoming lethal.  Here the chemoreceptor mechanism selects the behavioural responses, this mechanism itself having been selected for precisely this task.  More generally, genetic selection spawns BVSR learning processes, which in turn can spawn higher such processes, all the way up the tree of knowledge.  Campbell saw BVSR learning processes as yielding economies in the creation of knowledge.  At their most sophisticated, such processes underpin the ways we use language to impart knowledge, with language itself functioning as a substitute for the individual organism’s perceptual investigation of its environment.

As we observed above, the kind of ontogenetic selection dealt with by Campbell’s model of learning will yield cognitive and behavioural items with specific etiological functions, namely, those effects in virtue of which they were selected.  Here too we will have functionality without the selection of genes, and this again  expands the range of processes which can be subject to teleosemantic analysis.

It should be said that that there is as yet not a great deal of detailed work showing how teleosemantics might analyse sophisticated human modes of cognition by appealing to functions other than those deriving directly from the selection of genes.  True, Millikan has indicated how her notion of an adapted proper function can be used to account for the representational contents of elements in complex representational systems.  And Dretske has focused on selection in learning as one means by which to explain how cognitive states can be teleosemantically targeted on specific contents.  Still, much remains to be done in applying teleosemantics to specifically human modes of cognition.

Perhaps this is inevitable.  Detailed analyses of representational powers in terms of etiological functions must rest on an adequate empirical knowledge of the cognitive mechanisms involved.  There is no question of identifying the functions of cognitive items if we don’t know what kinds of mechanisms process these items and how those mechanisms develop in individuals.  From this perspective, the teleosemantic project is not so much a theory of content for sophisticated human representation, but a methodology which promises to explain content piecemeal, in the wake of empirical discoveries about human cognitive architecture.  Progress in teleosemantic accounts of human representation will come only along with empirical advances in cognitive science.  We hope at least to have shown in this section is that teleosemantics has plenty of resources to offer this long-term project. 

4. Summaries of Papers.

The authors of the papers in this volume were invited to contribute because of their manifest expertise in areas central to teleosemantics. Their approaches to that programme are diverse, as are their opinions as to whether it possesses the potential to be successful.  As editors we hoped for a collection of articles that would enhance the discussion both of foundational matters and of specific problems within the general programme.  We have not been disappointed.  We are confident that these essays will provide a rich source of material stimulating much further debate, and are grateful to all our authors for their contributions.

Close to the heart of teleosemantic theories is the thought that our linguistic capacity has provided our species with a crucial cognitive advantage over rival species.  As Kim Sterelny notes, one view of linguistic competence is that it is ‘massively modular’, encapsulated so as to make the role of experience limited to the ‘evocation’ of one alternative from a pre-existent, fully specified set of alternative languages.  Sterelny argues that a modest modularity hypothesis is more plausible, given the assumption that language would have evolved in a Darwinian incremental fashion; his suggestion is that only the organizational, syntactic, aspect of language is modular.  The proposal that our semantic understanding is analogous to perception, a kind of ‘natural telepathy’ in which beliefs are ‘transported’ from the speakers mind to the hearers’ minds, is resisted, but Sterelny does think that ‘natural telepathy’ could work for concepts.  Sterelny concludes by warning against seeing the causal process involved in this transmission of concepts as one requiring modular mechanisms.  The demands made on linguistic expression by an ever-changing environment necessitate more flexibility than is allowed for on the ‘massively modular’ conception of language.

Peter Godfrey-Smith locates teleosemantics within the tradition of giving naturalistic explanations of the semantic properties of mental representations.  He investigates one basic aspect of representation—the taking of one item, X, to tell us something about another item, Y—seeing this as one model for mental representation.  He notes that philosophers commonly assume three features of this model: the user of the representation is distinct from the representation, the representation must have a ‘target’ established in some way, and that the representation must be isomorphic, perhaps abstractly so, to what it represents.  Godfrey-Smith looks at the work of some cognitive scientists to see how they implement the basic model, noting their lack of concern over the foundational issues troubling philosophers.  Teleosemantics can be seen as a philosophical elaboration of the basic model, with the foundational issues, particularly the ‘target’ problem, to the fore.  He concludes with a discussion of Ruth Millikan’s particular approach to these topics.

Fred Dretske confronts an epistemological problem faced by any teleosemanticist, or, more broadly, any externalist.  For Dretske, the content of a (mental) representational state is given by what it has the function of indicating about the world.  Given the etiological account of what it is to have a function, it looks as though we would need to know the relevant history to know what we are thinking, a strongly counterintuitive result.  Dretske’s response is to carefully separate out two components in what we know when we know what we think.  One is that we are thinking, the second is what we are thinking.  Introspection can deliver knowledge of the second, but it may need some empirical inquiry (eg. into history) to deliver knowledge of the first.

The epistemology of our knowledge of intentional content is also discussed by Frank Jackson, who argues that teleological theories appealing to selection cannot explain how it is that the folk have justified opinions about intentional contents. His contention is that such theories make contents consist of properties that the folk need never have heard of, and for that reason cannot have justified beliefs about. This, the ‘folk epistemology objection’ has been aired before, so Jackson replies to various responses to the objection (cf. Braddon-Mitchell and Jackson, 1997, Papineau, 2001, Braddon-Mitchell and Jackson, 2002).  One such response claims that correlations between opaque selection states and transparent states could allow for access to the opaque content via the transparent state.  But such a correlation, argues Jackson, won’t deliver justified opinion about the opaque content unless the folk have knowledge of the correlation—and in most cases, they won’t.  Strengthening the correlation to identity fails the same test—the epistemic properties of (folk accessible) intentional content differ from the epistemic properties of any selectional role states. Interpreting a teleosemantic theory along the lines of functional role-realizing state theories, where the teleosemantic state is the realizer, also won’t do;  the relevant content property will be the role property, the one to which the folk have epistemic access.

Ruth Millikan addresses a concern that was raised some time ago by Christopher Peacocke (1992) that the content assigned to any representation by her teleosemantic theory would be essentially anti-realistic. It would be this because content would be sensitive to, and only to, selection-processes, and selection can only operate on what is available to those processes.  In other words, no selection-transcendent content could be assigned to any representation. But it seems as though we do understand content that has not itself been selected for, content that is ‘useless’ from the point of view of, say, reproductive advantage.  Millikan shows how her teleosemantic approach can embrace the idea of ‘useless’ content, content that is derived from selection processes (however these are understood) but is not itself selected for.  Her solution makes essential use of extended selection processes:  any process involving trial-and-error learning counts as a selection process.  Further, any set of systematic mapping rules that are selected for will contain the capacity to generate such ‘useless content’.

This theme of non-selected (but still teleosemantic) representational content is pursued by Dan Ryder, who applies the general form of Millikan’s notion of derived relational proper functions to the brain. Specifically he uses the idea of a modeling machine’s function to be the production of models of those items that are fed into it (its inputs) and applies it to the way in which natural kinds can be modelled in the brain. He shows how a cell can become tuned to a source (a bird, say,) that is the location of constantly correlated features (feathers, beaks, etc.). Cellular networks tuned in this way model the environment, which is what they were designed (via natural selection) to do. Ryder shows how such cellular networks can meet a particular challenge, that of showing how the extension of one concept can be determined as different from that of another concept even though the two extensions have superficially resembling members. 

Mohan Matthen asks the question: what feature is represented by a perceptual experience?  His answer is Millikanian: a perceptual experience represents an object, say, as having feature F if that is the normal condition for the successful performance of a function of a consumer of that representation.  Is the consumer’s function univocal?  Matthen claims it is; a perceptual experience, provided by a detector of the sytem, has the function of eliciting an epistemic response in the organism, where an epistemic response can be as basic as altering the potentialities of connected neurons.  And he argues that stimuli evoking the same epistemic response are alike just in case they are treated as similar by the effector (the consumer of the representation).  And the meaning (representational function) of a perceptual experience is given by the coordination scheme that emerges in the coevolution of the detector and effector systems. 

The consumer-oriented version of teleosemantics, favoured by Millikan and Matthen, is examined by Karen Neander, who thinks it overlooks a plausible constraint on the content assigned to any representational system.  The constraint is that the assigned content content should play a role in the explanation of the behaviour, perception, or cognition of the organism.  The explanatory role is further refined:  the content should be suitable for use in explanations employed in mainstream cognitive science.  A negative point she makes is that some teleological theories, those that see content being determined by that environmental feature representation of which selectively favoured past users of the representation.  Neander argues that a theory of content must link the content to the information processing that informs the content.  Regarding Pietrowski’s snorf-kimu example (see above), she notes that the information processed is colour information, so any theory assigning content to the representation such as ‘snorf-freeness’ would de-couple content from information processing, and this would render it unsuitable for the explanatory purposes of mainstream cognitive science.  Neander looks in detail at how toads distinguish their prey, and assesses the suggestion that ‘nutrient’ is the content playing a causal role in prey- catching behaviour.  This suggestion is dismissed on the grounds that the toads do not have a capacity to detect nutrients;  they do have the capacity to detect various features of the stimulus, these being associated with nutrients often enough for the discriminative capacity to be a fitness-enhancing capacity.  Neander then examines several possible objections to her preference for assigning the ‘narrow’ content, finding none of them convincing.

The theme of discriminatory capacities is further explored in ‘Representation and Unexploited Content’ by Robert Cummins et al.  Their claim is that any theory of content suitable for representationalist theories in cognitive science must allow for the phenomenon of ‘unexploited content’, content that the system containing it is unable to use.  One may have a representation at one’s disposal but be unable to exploit all of its representational features, perhaps because we have not been taught how to use those features.  Teleosemantics, they argue, requires content to be truly ascribed only after the ability to exploit is acquired—so for the teleosemanticist there can be no ‘unexploited’ content.  They trace this failure to take into account unexploited content to a tendency to conflate representation and indication. There are significant differences between the two, but both can have unexploited content, content that is there prior to selection—and, it is argued, the kind of content that is needed for representationalist cognitive science must allow for some part of it to be unexploited.  The conclusion is that it is an objection to teleosemantic theories that they cannot accommodate unexploited content. 

As many of the above papers illustrate, teleosemantics has been used primarily to account for cognitive aspects mentality. Carolyn Price applies the ‘High Church Teleosemantic Theory’ of Millikan to the determination of the content of emotional appraisals, these being intentional states (eg. beliefs) triggering the occurrence of our emotions.  A particular problem is how to distinguish such appraisals from dispassionate evaluative judgments. Price begins by listing various functions of emotional appraisals, such as providing motivation, focusing attention on relevant information, limiting the set of responses the subject will choose from, triggering expressive behaviour.  Given this, she raises the question: what kind of content does an emotional appraisal have – descriptive, directive, or mixed?   In the light of the variety of functions such appraisals are called upon to perform, Price suggests that a mixed, descriptive and directive, content is called for.  Do evaluative judgments similarly have mixed content?  She suggests that they do, but that the directive content of the two is different, in that the directive content of the emotional appraisal will be more detailed about the response than will the directive content of the evaluative judgment.  The descriptive content of the emotional appraisal will also be tied to avoidable threats, this restriction not being applied to the descriptive content of evaluative judgments.  Correlatively, the temporal content of an emotional appraisal will be restricted to the present, near past, or near future, whereas the temporal content of an evaluative judgment need not be so restricted. 
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